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1. Quantifying the Domain Shift
To further quantify the domain shift empirically, we cal-

culated the Kullback-Leibler (KL) divergences among the
domains. Subsequently, a heatmap detailing pairwise KL
divergences among all domains was constructed, as pre-
sented in Fig. 1. Lighter shades on the heatmap indicate
higher KL divergence, while darker shades signify lower
KL divergence. The smallest domain shift is observed be-
tween the DDR [1] and IDRID [3] datasets, characterized
by a KL divergence of 1.34, whereas the largest disparity is
recorded between RLDR [5] and DeepDR [2], with a diver-
gence of 4.93. This holistic analysis provides insights into
the extent of domain shift observed between domains.

Figure 1. Heatmap visualization to show the KL divergences illus-
trating the extent of domain shift between domains. Lighter shades
on the heatmap signify higher KL divergence, while darker shades
indicate lower KL divergence.

2. Weighted Cross Entropy for DG
The weights for our weighted cross entropy are calcu-

lated as follows: For each domain Sd, the inverse class

weights are calculated as the ratio of total samples (md)
in Sd to the number of occurrences of each class y in that
domain ωyd = md

nyd
. The inverse domain weights are cal-

culated as the ratio of the total number of samples N to the
number of samples in each domain θd = N

Nd
. The class

weights are then normalized by dividing each weight by the
maximum weight in that domain ω̂yd =

ωyd

max(ωyd)
. The do-

main weights are normalized by dividing each weight by
the maximum domain weight θ̂d = θd

max(θd)
. Finally, the

sample weights are calculated by multiplying the normal-
ized class weights with the normalized domain weight for
each class in each domain wyd = ω̂yd × θ̂d.

3. Dataset Proportions
The statistics of the datasets used for the SSL pretraining

are presented in Tab. 1.

Dataset Dataset Size

ORIGA 650
G1020 1020
ODIR-5K 8000
Drishti-GS 101
REFUGE 1200
RFMiD 1200
DIARETDB1 89
DRIONS-DB 110
DRIVE 40
JSIEC 997
CHASE-DB1 28
ROC 100
DR1 and DR2 2046
cataract dataset 601
Fundus Train Val Data 650

Total 16832

Table 1. Detailed breakdown of the compositions of the retinal
datasets utilized during the SSL pretraining phase.

For our DG model the datasets utilised are presented in
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Figure 2. Overview of our method

Tab. 2, which illustrates the dataset sizes as well as geo-
graphic origins.

Dataset Dataset size Dataset origin

DeepDR 1600 Different hospitals in China
Messidor-2 1744 France
IDRID 516 India
APTOS 3656 Rural India
FGADR 1842 UAE hospitals
RLDR 1593 USA
DDR 12497 23 provinces in China
EyePACS 88698 USA

Table 2. OOD datasets sizes and origins used for our DG model.

4. Additional Implementation Details Set-Up
SSL pretraining: We employ a batch size of 128. The
model is trained for 200 epochs, utilizing a learning rate of
0.0003 and a weight decay of 1e-4.
DR Augmentations: Our Dreambooth utilized the hyper-
parameters outlined in Tab. 3. When Textual Inversion fine-
tuning we utilize a training batch size of 1, a learning rate
of 0.0005, and a maximum of 1000 training steps. Con-
sistently, we employ the same instance and class prompts
as employed in Dreambooth fine-tuning, maintaining a real
guidance strength of 0.5, a Stable Diffusion guidance scale
of 7.5, conducting 1000 denoising steps and 200 inference
steps. Our code builds on [4] for generating the images.
DG training and evaluation: Tunable parameters ε, C and
α were experimentally chosen to be 0.1, 5 and 10, respec-
tively. The batch size is configured as 128, with training
conducted over 200 epochs (for our main results), employ-
ing a learning rate of 0.001 and SGD optimizer.

5. Generative model finetuning data
What implications arise from incorporating target data

in finetuning the latent diffusion model? To ensure that

Hyperparameter Value

Pretrained model CompVis/stable-diffusion-v1-4
With prior preservation True
Prior loss weight 1.0
Instance prompt ‘a photo of fundus with ⟨grade name⟩’
Class prompt ‘a photo of fundus’
Resolution 512
Train batch size 2
Learning rate 5e-6
Learning rate scheduler constant
Max train steps 30000
Number class images 500

Table 3. Finetuning Dreambooth hyperparameters and their val-
ues.

the datasets used in the OOD evaluations are distinct from
the ones used in finetuning the latent diffusion model, only
the EyePACS dataset was used for the latter purpose. This
dataset was chosen due to its expansive size and rich vari-
ety of image representations across all grades, particularly
grade 4 compared to the other domains, ensuring an ample
size of samples for the fine-tuning process. We required ap-
proximately 200 images for training and 500 images as class
images in each grade’s Dreambooth model. Our rationale
for this approach was to ensure that there is no data leakage
between the diffusion model and the DG model, since in
a DG setting, we assume that the target data is completely
unseen throughout the training process.
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