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This document shall be considered as the supplementary material for the paper “SynDRA Dataset: Synthetic Segmentation
Data for Railway Applications” submitted for WACV 2025. It includes statistics for the dataset (Section A), additional
ablations and experiments (Section B), ethical concerns (Section C) and a few illustrations (Section D).

A. Dataset statistics

This section includes more complete statistics for the SynDRA dataset. Table | breaks down the number of pixels (and
proportion) belonging to each class for each sequence. Please note while in the main paper and the other results in the
supplementary materials the traffic-sign was omitted for compactness, here it is made explicit. The reason for this is that no
traffic sign has been placed within the simulated environments, hence yielding all zeros in the statistics. Additional sequences
that include traffic signs are going to be added, especially when considering the context of object detection, for which the
traffic signs are of utmost importance (while for semantic segmentation it is not crucial).
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Figure 9. RGB images (left) and binary mask (right) for SynDRA (top), RailSem19 (middle) and Osdar23 (bottom).

B. Ablations and Experiments
B.1. Labeling for Ego Track Discrimination

For the task of ego track discrimination, no dedicated binary masks are available for the three datasets used, i.e., SynDRA,
RailSem19 and Osdar23. However, SynDRA masks are easily computed by considering the pixels belonging to classes
sleepers-int-main, ballast-int-main, and railraised-main. Conversely, RailSem19 and Osdar23 do not specify which of the
annotated tracks is the main one, hence, a heuristic algorithm is required to find it.

For both datasets, the tracks are annotated with a sequence of points defining the left and right rail polyline. These points
can be concatenated and used as the input contour of the following OpenCV’s function for each track.

ImageDraw.Draw(mask_img, ’'L’) .polygon (contour_list, £il1l1=(255))

While Osdar23 is structured enough to make it sufficient to select the most central mask as the ego track, RailSem19
includes images with wildly varying viewing angles, which requires a careful manual selection of the correct track. Figure 9
shows a sample from each dataset.

The actual masks used in all the training experiments can be provided upon written request to the authors.



B.2. How many SynDRA samples are enough?

In the experiments of the main paper the number of synthetic samples is 200, 50 for each sequence. This choice is
motivated by the result we obtained training ego track discrimination model on SynDRA samples only, depicted in Figure
10. Using more samples is beneficial, but it is important to note that there is not a wide variation of performance, as using
1000 samples (5x with respect to 200) yields less than 1% overall accuracy, and less than 5% mloU. Furthermore, more
samples increase training time, and, most importantly, it is crucial to be cautious when mixing two datasets with different
distributions. Since the test dataset has a real-world distribution, it is important not to skew the training set too much towards
the synthetic distribution. We found that 200 samples is a good balance of improved overall performance and additional
training time.
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Figure 10. Results on Osdar23 for models trained only on SynDRA samples.

B.3. Additional experiments

Figure 11 depicts additional metrics from the same experiments of Section 4.2 in the main paper. Specifically, it shows
overall accuracy, precision and F1 score as a function of the number of RailSem19 samples used in the training process.
While precision values are much more noisy than the other metrics, both metrics show with a certain consistency the benefit
of using additional synthetic images during training.

B.3.1 Results on Semantic Segmentation Finetuning

To extend the results reported in Section 4.1, we increased the range of settings by varying the number of training RailSem19
samples to 0, 15, 25, 50, 100, and 250. As shown in Figure 12, the trend described in Section 4.1 is confirmed: the inclusion
of SynDRA samples is beneficial only when there are few RailSem19 samples (i.e., 15, 25, plots also reported in the main
paper). However, when starting with 50 RailSem19 samples, the IoU scores of different classes become similar with or
without the introduction of SynDRA. Additionally, we evaluated the scenario without any RailSem19 samples (i.e., 0). In
this case, using only SynDRA data results in lower, but not zero, scores for different classes, showing a high risk of overfitting
due to simulated textures. Despite the vast size and numerous images in our synthetic dataset, it cannot match the variance
of a real-world dataset like RailSem19. We plan to address this issue in future research to contribute to establishing the use
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Figure 11. Ego track discrimination results in terms of overall accuracy, precision and F1 score (for binary classification).

of simulated environments in railway computer vision applications. For completeness, we also reported the overall accuracy
of the same tests as an additional metric in Figure 13.

B.3.2 Impact of synthetic sample quantity in semantic segmentation

We conducted also ablation studies to understand the impact of varying the number of synthetic samples from SynDRA during
the fine-tuning process, while keeping the number of samples from the real-world dataset, Railsem19, fixed. As shown in
Figure 14, we recognize that using a small number of synthetic samples per scenario yields good benefits in terms of MIoU
and accuracy, where the number of RailSem19 samples was fixed at 25. Beyond 50 SynDRA samples, the effectiveness of
adding more synthetic samples diminishes and can even lead to overfitting for certain classes (e.g., vegetation, railway, and
trackbed) when considering larger quantities, such as 100 and 250. This is likely because an excessive number of samples
from simulated scenarios can cause the model to learn features too specific to the synthetic environment, even under the use
of augmentation techniques.

C. Ethical considerations

The environments in the four scenarios were generated using a variety of data sources and assets, including geospatial data
from OpenStreetMap (OSM) and BayernAtlas, as well as 3D models and assets from Megascans, TurboSquid, Sketchfab,
and plugins from the Epic Games Marketplace. This section addresses the ethical, privacy, and copyright considerations
associated with the use of these resources.

OpenStreetMap (OSM): The data from OSM is available under the Open Database License (ODbL), which permits shar-
ing, modifying, and using the data provided that OSM is credited. This allows for the incorporation of OSM data in our
scenarios in compliance with the community’s licensing requirements.

BayernAtlas: Data from BayernAtlas is governed by the usage terms set by the Bavarian State Office for Survey and
Geoinformation (LDBV). This data can be used for non-commercial and educational purposes, as long as proper attribution
is provided, following the CC BY-ND 4.0 license.
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(b) Finetuning results for DDRNet23Slim.

Figure 12. Finetuning MIoU results for Bisenet (a) and DDRNet (b) using different amounts of RailSem samples (0, 15, 25, 50, 100,
250) with (blue) and without (red) SynDRA samples. The tests were conducted over 3 runs, with the variation shown by error bars. In
these runs, the selection of samples from SynDRA and RailSem, as well as the seeds for applying data augmentation transformations, were
randomized.

Megascans by Quixel (Epic Games): The Megascans assets, available through Epic Games, are licensed for use under the
Epic Games End User License Agreement (EULA). These assets provide high-quality textures and 3D models that enhance
the realism of the synthetic environments. The use of these assets is compliant with the EULA, which allows their use in
projects associated with UES.

3D Models from TurboSquid and Sketchfab: Some 3D models used in the scenarios were sourced from TurboSquid and
Sketchfab, platforms that offer assets under various licenses. Each model was selected and used in accordance with its
specific license agreement, ensuring legal and ethical usage. Attribution was provided where required, and models were used
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Figure 13. Finetuning Overall Accuracy results for Bisenet (a) and DDRNet (b) using different amounts of RailSem samples (0, 15, 25,
50, 100, 250) with (blue) and without (red) SynDRA samples. The results corresponds to the same runs of Figure 12.

within the scope permitted by their creators.

Plugins from the Epic Games Marketplace, in particular TrainTemplate and RailwaySystem: various plugins from the
Epic Games Marketplace were employed to enhance the functionality and visual fidelity of the scenarios. These plugins were
used in accordance with their respective licenses, as provided by the creators and governed by the Epic Games Marketplace

terms of service.
D. Additional Ilustrations

Figure 16 shows a frame from Scenario 1 in different lighting and weather conditions. Figure 17 illustrates the structure
of the dataset folder.
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Figure 14. Ablation studies performed on the BisenetX39 model, analyzing the impact of the number of synthetic samples per scenario.
The plot shows the results of fine-tuning in terms of MIoU and overall accuracy, with 25 samples from RailSem kept constant, while
varying the number of synthetic samples from SynDRA.

Figure 18 compares the virtual landscape generated in UES using the BayernAtlas heightmap and its real-world counterpart
captured from Google Earth.



Figure 15. From left to right: Osdar23 RGB image, prediction from model trained without SynDRA, prediction from model trained with
SynDRA, ground truth. Both models are trained with 1000 samples from Railsem19.




Figure 16. Comparison of the different lighting and weather conditions in SynDRA, taken from Scenario 1. From top to bottom: morning,

afternoon, evening, rain, fog.
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Figure 17. SynDRA folder structure.
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Figure 18. Comparison between the virtual terrain generated in UES via the BayernAtlas web application (a) and its real-world counterpart
captured from Google Earth (b).



