APPENDIX

A. Hyperparameter selection

To select hyperparameters, we employ a grid search
strategy, using a randomly drawn 10% of the training data
as the validation set. The considered hyperparameters are:

* Learning rate (1)

¢ Batch size (bsz)

* Number of start epochs (F1)

* Number of epochs of ¢-th task (E;>2)

» Temperature for plasticity loss (7): We use the same
7 for both Focal Neural Collapse Contrastive (FNC?)
and Asymmetric SupCon loss [3]

* Focusing hyperparameters () for FNC? loss

» Temperature for instance-wise relation distillation loss
(L1rp): Asin [3], we use different temperature hyper-
parameters for the past (kpqs:) and current (Kcyrrent)
similarity vectors

» Temperature for sample-prototype relation distillation
loss (Ls—prp): We utilize (,qs for the past and
Ceurrent for the current similarity vectors

e Number of warm-up epochs in hardness-softness dis-
tillation loss (L sp) (eg)

The corresponding search space of these hyperparame-
ters are provided in Tab. 1. The selections of these hyper-
parameters are based on the average test accuracy over five
independent trials, and the final chosen values are detailed
in Tab. 2. For the sake of conciseness and to maintain fo-
cus, we omit those hyperparameters previously discovered
in the literature.

Focusing hyperparameter (). In the FNC? loss func-
tion, v plays a crucial role in determining the level of fo-
cus on hard samples (i.e., positive samples that are far from

Hyperparameter Values
U {0.1,0.5, 1.0}
bsz {256,512}
B {500}
Ei>s {50, 100}
T {0.1,0.5, 1.0}
gl {0,1,2,4,7, 10}
'{pust {001, 005, Ol}
Reurrent {0], 02}
Cpast {0.01,0.05,0.1}
Ccurrent {01, 02}
eo {10, 20, 30}

Table 1. Search spaces of hyperparameters.

Method Buffer size Dataset Hyperparameter
n: 0.5, 1, bsz: 512, Ey: 500, Ey>o: 100,
0, 200, 500 Seg-Cifar-10 L€ 3 ast: 0.01, Keyrrent: 0.2,
past: 0.01, Ceurrent: 0.2
8 14, bsz: 512, Ey: 500, Ey>o: 100,
Our 0, 200, 500 Seq-Cifar-100 7: 0.5, €0: 30, Kpase: 0.01, Keurrent: 0.2,

Cpasti 0.1, Ceurrent: 0.2
7: 0.1, : 4, bsz: 512, Ey: 500, Ep>a: 50,
0,200, 500  Seq-Tiny-ImageNet 7: 0.5, €g: 20, Kpqse: 0.1, K,

urrentt 0.1,

e

Gpast: 0.1, Couprent: 02
0. 200. 500 Seq-Cifar-100 7 : 0.5, bsz: 512, Ey: 500, Ey>o: 100,
> P q 705, Kpast: Ccurrent: 02
Co’L. n:0.1, bs :
0 Seq-Tiny-ImageNet 2 0.5, Kpast

Table 2. Selected hyperparameters in our experiments.

the anchor or their prototypes). To explore this role and
select the most suitable ~ for each dataset, we conduct ex-
periments across different datasets to observe how the the
performance of our method changes as ~ varies. The test
accuracy results in Fig. 1 show that our method performs
best at different values of « for each dataset. Specifically,
as reported in Tab. 2, the chosen ~ for the Seq-Cifar-100
and Seq-Tiny-Imagenet datasets (7 = 4 for both) are larger
than that for the Seq-Cifar-10 dataset (y = 1). This differ-
ence arises because Seq-Cifar-100 and Seq-Tiny-ImageNet
have a large number of classes per task (both have 20
classes/task), which increases the likelihood of samples be-
ing close to the prototypes of other class clusters. In con-
trast, the Seq-Cifar-10 dataset has only 2 classes each task,
making it less complex and not requiring a large ~.

B. Additional Experiments
B.1. Average accuracy results with buffer size 500

In addition to the results with small buffer sizes (0 and
200), we run experiments with a buffer size of 500 across
different datasets to further assess the effectiveness of our
method with a larger buffer. As shown in Tab. 3, al-
though our method does not surpass state-of-the-art meth-
ods, it achieves results close to them on Seq-Cifar-10 and
Seq-Tiny-ImageNet, underperforming only on Seq-Cifar-
100 compared to GCR [8]. This further demonstrates that
our method, aside from excelling in memory-free and small
buffer settings, remains effective with larger buffers.

B.2. Average forgetting results

We utilize the Average Forgetting metric as defined in [4]
to quantify how much information the model has forgotten
about previous tasks, which as

T—1
1
F= ﬁ Zl mamte{l,...,Tfl}(Atﬂ’ - AT,i) (D
Tab. 4 report the average forgetting results of our method
compared to all other baselines. The results show that our
method can effectively mitigate forgetting, especially even
without using additional buffers.
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Figure 1. Test accuracy over different values of ~.

Dataset Seq-Cifar-10 Seq-Cifar-100 Seq-Tiny-ImageNet
Scenario Class-IL Task-IL Class-IL Task-IL Class-IL Task-IL
ER [7] 57.744£0.27 93.61+£0.27 27.66+£0.61 66.23£1.52  9.994+0.29  48.64+0.46
iCaRL [6] 47.55+£3.95 88.22+2.62 33.25+£1.25 58.16£1.76 9.38+1.53  31.55+3.27
GEM [5] 26.20+1.26 92.16+0.64 25.54+0.65 66.31+0.86 - -

GSS [1] 49.73+£4.78 91.02+1.57 21.924+0.34 60.28+1.18 - -

500 DER[?] 70.51£1.67 93.40+0.39 41.36+1.76 71.73£0.74 17.75+1.14 51.784+0.88
Co2L [3]  74.2640.77 95.90+0.26 37.024+0.76 62.44+£0.36 20.1240.42 53.04+0.69
GCR [8] 74.694+0.85 94.44+0.32 45.91+1.30 71.64+2.10 19.66+0.68 52.994+0.89
CILA[9] 76.03+0.79 96.40+0.21 - - 20.64+0.59 54.13+0.72
Ours 75.51£0.52  96.14+£0.25 40.254+0.58 65.85+£0.44 20.31+0.34 53.464+0.59

Buffer

Table 3. Additional results with buffer size 500 (best results in each column are bold).

Buffer Dataset Seq-Cifar-10 Seq-Cifar-100 Seq-Tiny-ImageNet
Scenario Class-IL Task-IL Class-IL Task-IL Class-IL Task-IL
0 Co’L [3] 35.81+1.08 14.33£0.87 66.51+0.28 39.63+0.62 62.80+0.77 39.54+1.08
Ours 23.85+0.30 4.72+0.28 52.03+0.63 36.20+0.48 53.97+0.63 37.57+0.88
200 ER[7] 59.30+£2.48 6.07+1.09 75.06£0.63 27.38+£1.46 76.53+0.51 40.47+1.54
GEM [5] 80.36+5.25 9.574+2.05 77.40+1.09 29.59+1.66 - -
GSS [1] 72.48+4.45 849+2.05 77.62+0.76 32.81£1.75 - -
iCARL [6] 23.52+1.27 25.34+1.64 47.20+1.23 36.20+1.85 31.06+1.91 42.47+2.47
DER [2] 35.79+2.59  6.08+0.70  62.72+2.69 25.98+1.55 64.83+1.48 40.43+1.05
Co?L [3] 36.35+£1.16  6.71£0.35  67.82+0.41 38.22+0.34 73.25+0.21 47.11+£1.04
GCR [8] 32.754£2.67 7.38+1.02 57.65+2.48 24.12+1.17 65.29+1.73 40.36+1.08

CILA [9] - - - - - -
Ours 2524+0.69 4284032 52.40+0.83 33.66+0.24 52.07+0.46 33.76+0.58

500 ER[/] 43224210 3.50£0.53 67.96£0.78 17.37£1.06 75.21+0.54 30.7320.62
GEM [5]  78.93+6.53 5.60+£0.96 71.34+0.78 20.44+1.13 - -
GSS [1] 59.1844.00 6.374£1.55 74.12+042 26.57+1.34 - -
iCARL[6] 28.20+2.41 22.61£3.97 40.994+1.02 27.90+£1.37 37.30+1.42 39.44:+0.84
DER[2]  24.02+1.63 3.724£0.55 49.0742.54 25.98+1.55 59.954231 28.21+0.97
Co2L[3] 25334099 3.41+0.80 51.2340.65 26.30+£0.57 65.15£0.26 39.22+0.69
GCR[8]  19.27+1.48 3.14+£0.36 39.2042.84 15.07+1.88 56.40+1.08 27.88+1.19
CILA [9] . - . - - -
Ours 2259+1.02 3214025 41.66+0.78 24.84+091 46.08+0.56 26.45+0.79

Table 4. Average forgetting (lower is better) across five independent trials: Comparison of our method with all baselines in continual
learning.
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