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Method Overall
Top-down 58.9
Bottom-up 56.3

Table 1. Comparison of top-down and bottom-up attention mask-
ing for the verbo-visual fusion module

1. Dataset
We evaluate our method on the Nr3D and Sr3D

datasets [2] that provide human-annotated and syntheti-
cally generated utterances to identify instances on Scan-
Net [4]. Specifically, Nr3D consists of 41,503 natural lan-
guage queries and Sr3D consists of 83,572 descriptions over
707 unique indoor scenes referring to 76 object classes. For
evaluation, the dataset is split in two ways. First split con-
siders the difficulty of the grounding task, with referred ob-
jects that have only 2 distractors considered easy, and ob-
jects that have up to 6 distractors are considered hard. Sec-
ond form of splitting considered view-dependency. Based
on distinct word mining, utterances are classified as either
view-dependent or view-independent.

2. Results and Evaluations
2.1. Multiple Objects

Description referring to multiple objects is a compelling
research problem that the ReferIt3D benchmark doesn’t ad-
dress. We carry out further analysis of our approach using
the ScanEnts dataset [1]. to evaluate the network perfor-
mance with the number of anchors in the utterance 1. A
drop in performance with more objects in the utterance is
observed.

3. Top-Down Masking
To explicitly limit information routing within local

neighborhoods, ConcreteNet [6] employs a masking opera-
tion that hinders self-attention between spatially distant in-
stance candidates. This masking operation is implemented
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Figure 1. Plot visualizing the overall accuracy against the length
of the natural language description #tokens.

in a bottom-up manner where the masking sphere grows
as the layers increase. To be able to utilize the offset loss
introduced in the main manuscript at various stages of the
bidirectional attentive fusion module, we instead use a top-
down approach, allowing all instances to be aware of one
another even at the shallowest levels. In Tab. 1, we ablate
this masking approach and show that a top-down method
works better than a bottom-up one.

3.1. Out of Distribution

We address the out-of-distribution ability of Asphalt-
Net. In table 2 we evaluate our network on the scanrefer
dataset [3] with GT boxes provided in the input with net-
work weights corresponding to NR3D dataset. The net-
work trained without any of the contribution of Asphalt-
Net is used as baseline for the comparisons. We observe
decent performance on the scanrefer dataset given the vast
difference in the language domain of ReferIt3D and scan-
refer datasets showcasing the OOD robustness of Asphalt-
Net. We further investigate the synthetic to real transfer-
ability of the network. AsphaltNet trained on SR3D dataset
is tested on the NR3D dataset to test for synthetic - real do-
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Method Accuracy
Baseline 43.89

AsphaltNet 47.99

Table 2. Evaluation of OOD
performance on ScanRefer

Method Accuracy
Baseline 34.87

AsphaltNet 38.53

Table 3. Evaluation of OOD
performance on NR3D

main adaptability. AsphanltNet yields relatively lower per-
formance , table 3, when evaluated on NR3D dataset. This
can attributed to a lack of diversity in the synthetic dataset
hence unable to transfer to the natural language settings.

3.2. Multi-View Ensembling

MVT [5] proposes a multi-view feature aggregation ap-
proach that aggregates visual features from different view-
points during both training and testing. While this acts
as a form of regularization during training with the goal
of smoothing the gradients, during test time, the multi-
view aggregations act as a form of test-time-augmentation
(TTA). AsphaltNet’s performance can be enhanced by uti-
lizing TTA by employing multiple forward passes through
affine-transformed point clouds. Specifically, we employ
multi-view ensembling (MVE) following ConcreteNet [6]
where we infer a scene N times, each with the point cloud
rotated by an angle r ∈ [0, 2π]. The final prediction is de-
termined through majority voting across the N inferences
(with N = 9). As seen in table 4, MVE further boosts the
performance of AsphaltNet for both NR3D and SR3D splits
of ReferIt3D.

Figure 2. Plot visualizing the overall accuracy against the length
of the natural language description #tokens.

4. Limitation and Discussion
While AsphaltNet achieves state-of-the-art results on

both ReferIt3D [2] benchmarks, we still observe an impor-

Figure 3. Plot visualizing the overall accuracy against the total
number of anchors in the description.

tant limitation when analyzing the predictions. In Fig. 2 we
show the accuracy of our model on the Nr3D val-set against
the number of tokens in the natural language prompt. As
seen, we observe a linear drop in performance as the num-
ber of tokens increases. We speculate this is due to the in-
creased difficulty of the span prediction task that limits our
method’s generalization ability for longer text descriptions.

Furthermore, in Fig. 3, we show that while our method’s
performance weakens as the number of tokens increases
(verbal input), the same behavior is not observed when in-
vestigating the visual input changes, i.e. as the number of
same-class distractors increases. This illustrates the benefits
of the offset loss, where the increased robustness towards
spatial localization reduces the negative effects of increased
same-class instances within the scene.
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