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1. Additional Quantitative Comparison

Table 1. Quantitative results comparison of SAM-Mamba with
SOTA methods on ETIS dataset (unseen).

Methods mDice ↑ mIoU ↑ Fw
β ↑ Sα ↑ Emax

ϕ ↑ MAE ↓
U-Mamba [2] 74.0 66.8 72.3 85.0 87.0 2.2
SAM-H [1] 65.1 60.6 81.2 76.7 76.7 2.0
SAM-L [1] 72.6 67.6 84.9 82.6 82.6 2.0
SAM-Mamba 84.8 78.2 85.5 91.6 93.3 1.0

In order to further assess the generalization capabilities
of the model on unseen data, we perform experiments on
the ETIS dataset, comparing our proposed SAM-Mamba
against state-of-the-art (SOTA) methods such as U-Mamba
and SAM. As shown in Table 1, SAM-Mamba consis-
tently demonstrates superior performance across all met-
rics. Specifically, SAM-Mamba surpasses the next-best
method, U=Mamba, by a significant margin of +11.4% on
the mDice metric and +11.4% on mIoU. Similar improve-
ments are observed for Fw

β , Sα, and Emax
ϕ , where SAM-

Mamba achieves the highest scores of 85.5, 91.6, and 93.3,
respectively. In addition, SAM-Mamba achieves the low-
est Mean Absolute Error (MAE) with a value of 1.0, fur-
ther validating its robustness. These results highlight the
strength of our method in generalizing to unseen data in
zero-shot scenarios, particularly in challenging medical im-
age segmentation tasks.

To further evaluate the zero-shot generalization capa-
bility of SAM-Mamba, we conducted experiments on the
CVC-300 and CVC-ColonDB datasets. As seen in Table 2,
SAM-Mamba consistently outperforms all SOTA methods
across both datasets. On the CVC-300 dataset, SAM-
Mamba achieves the highest mDice and mIoU scores of
92.0% and 86.1%, respectively, outperforming U-Mamba
by a margin of +19.5% on mDice and +22.1% on mIoU.
Similar trends can be observed for Fw

β , Sα, and Emax
ϕ ,

where SAM-Mamba achieves the top scores across all met-
rics, including the lowest MAE of 0.6.

On the CVC-ColonDB dataset, SAM-Mamba also out-
performs the other methods, achieving mDice and mIoU
scores of 85.3% and 77.1%, respectively, representing an
improvement of +34.3% and +33.1% over U-Mamba.
SAM-Mamba also demonstrates superior performance in
other metrics, including Fw

β , Sα, and Emax
ϕ , along with the

lowest MAE of 1.7. These results further emphasize the
robustness and generalization strength of SAM-Mamba in
unseen medical image segmentation tasks.

To assess the performance of SAM-Mamba on seen
datasets, we compared it against state-of-the-art (SOTA)
methods on the Kvasir-SEG and CVC-ClinicDB datasets.
As shown in Table 3, SAM-Mamba exhibits superior per-
formance across all metrics on both datasets. On the Kvasir-
SEG dataset, SAM-Mamba achieves the highest scores with
mDice and mIoU of 92.4% and 87.3%, respectively, sur-
passing U-Mamba by +9.9% on mDice and +12.3% on
mIoU. SAM-Mamba also leads in Fw

β , Sα, and Emax
ϕ , with

the lowest MAE of 2.5.
On the CVC-ClinicDB dataset, SAM-Mamba again out-

performs other methods, achieving mDice and mIoU scores
of 94.2% and 88.7%, which represent improvements of
+11.2% and +12.7% over U-Mamba. The method also ex-
cels in Fw

β , Sα, and Emax
ϕ , with the lowest MAE of 0.6.

These results underscore the effectiveness and robustness
of SAM-Mamba in segmentation tasks on seen datasets,
demonstrating significant gains over existing SOTA meth-
ods.

2. Additional Qualitative Analysis
In this section we extend the notion of qualitative anal-

ysis provided in Figure 2 and 3 of main paper and visual-
ize the segmentation results for additional samples of seen
(i.e., Kvasir-SEG and Clinic-DB) and unseen (i.e., CVC-
300, CVC-ColonDB, and ETIS)) datasets. In order to de-
rive detailed analytical insights, we choose a diverse set of
samples pertaining to various shape, structure and texture of
polyp region across seen and unseen dataset. By carefully

1



Table 2. Quantitative results comparison of SAM-Mamba with SOTA methods on CVC-300 and CVC-ColonDB datasets (unseen). ‘↑’ and
‘↓ ’ represent that larger or smaller scores are better. ‘Red’ and ‘Blue’ color fonts indicate the best and second best scores.

Methods CVC-300 (Unseen) CVC-ColonDB (Unseen)
mDice ↑ mIoU ↑ Fw

β ↑ Sα ↑ Emax
ϕ ↑ MAE ↓ mDice ↑ mIoU ↑ Fw

β ↑ Sα ↑ Emax
ϕ ↑ MAE ↓

Umamba [2] 72.5 64.0 70.0 85.5 87.5 2.0 51.0 44.0 50.0 71.5 79.0 5.8
SAM-H [1] 65.1 60.6 81.2 76.7 76.7 2.0 44.1 39.6 43.4 67.6 58.7 5.6
SAM-L [1] 72.6 67.6 84.9 82.6 82.6 2.0 46.8 42.2 46.3 69.0 60.8 5.4
SAM-Mamba 92.0 86.1 88.8 94.6 98.1 0.6 85.3 77.1 85.6 89.8 93.3 1.7

Table 3. Quantitative results comparison of SAM-Mamba with SOTA methods on Kvasir-SEG and CVC-ClinicDB datasets (seen). ‘↑’ and
‘↓ ’ represent that larger or smaller scores are better. ‘Red’ and ‘Blue’ color fonts indicate the best and second best scores.

Methods Kvasir-SEG (Seen) CVC-ClinicDB (Seen)
mDice ↑ mIoU ↑ Fw

β ↑ Sα ↑ Emax
ϕ ↑ MAE ↓ mDice ↑ mIoU ↑ Fw

β ↑ Sα ↑ Emax
ϕ ↑ MAE ↓

U-Mamba [2] 82.5 75.0 80.1 86.0 90.0 5.3 83.0 76.0 82.0 89.2 95.0 1.8
SAM-H [1] 77.8 70.7 76.9 82.9 83.1 6.2 54.7 50.0 54.6 73.8 67.7 4.0
SAM-L [1] 78.2 71.0 77.3 83.2 83.6 6.1 57.9 52.6 56.3 74.4 68.5 3.8
SAM-Mamba 92.4 87.3 94.2 93.6 96.1 2.5 94.2 88.7 94.3 95.5 98.2 0.6

observing Figure 1 to 10, we are convinced that the SAM-
Mamba produce best segmentation results for all the scenar-
ios considered which corroborates the learning and general-
ization ability of our method in seen and unseen dataset.
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Figure 1. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e., Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.

Figure 2. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.



Figure 3. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.

Figure 4. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.



Figure 5. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.

Figure 6. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.



Figure 7. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.

Figure 8. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.



Figure 9. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.

Figure 10. Visualization and comparison of segmentation results of state-of-the-art methods with SAM-Mamba (ours). Here, row-1
and 2 corresponds to the samples from seen datasets i.e. Kvasir-SEG and Clinic-DB. Row-3,4 and 5 corresponds to the samples
from unseen datasets i.e. CVC-300, CVC-ColonDB, and ETIS.
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