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A. Datasets
In this section, we delve into the datasets used in our

study. We validate our method using trajectory predic-
tion datasets: SDD [11], ETH-UCY [5, 10], inD [2], and
JRDB [8], as well as crowd density analysis datasets:
FDST [3], croHD [13], and VSCrowd [6]. Tab. 1 presents
the average count of people appearing per frame, highlight-
ing the diversity in density across the datasets.
Stanford Drone Dataset (SDD). SDD [11] consists of 20
scenes captured on the Stanford University campus in a
bird’s eye view using a flying drone. Following the previous
trajectory prediction methods [7], we use the standard setup
and train-test split.
ETH-UCY. ETH [10] and UCY [5] are widely used for
human trajectory forecasting benchmarks. They consist of
five different scenes ETH & HOTEL (from ETH), UNIV,
ZARA1, and ZARA2 (from UCY). The leave-one-out vali-
dation strategy is employed, followed by prior work [4].
Intersection Drone Dataset (inD). inD [2] acquired with
a static drone, comprises 32 recordings collected at 4 dis-
tinct intersections. We focus only on pedestrian trajectories
and consider the evaluation protocol proposed in [1], where
all scenes are split into the train, validation, and test sets
according to a 70-10-20 rule.
JackRabbot Dataset (JRDB). JRDB [8] is a real-world
dataset that provides a diverse set of pedestrian trajecto-
ries and 2D bounding boxes, allowing for a comprehensive
evaluation of our models in both indoor and outdoor scenar-
ios. We use the stationary scenes for training and testing.
Specifically, we use ’gates-ailab,’ ’packard-poster-session,’
and ’tressider’ for testing and the other scenarios for train-
ing.
Fudan-ShanghaiTech dataset (FDST). FDST [3] is cu-
rated for video crowd counting tasks, comprising 100
videos capturing crowds in 15 distinct locations, each with
unique camera poses and positions, along with annotations
for individual heads. We follow the official train-test split.
Crowd of Heads Dataset (croHD). The croHD [13] pro-

Table 1. Comparison of datasets with respect to the average count
of people appearing per frame.

Datasets SDD ETH-UCY inD JRDB VSCrowd FDST croHD

AVG Count 11 12 3 8 30 26 110

vides tracking annotation of pedestrian heads in densely
populated video sequences. It consists of 9 sequences of
11,463 frames with over 2, 276, 838 heads and 5, 230 tracks
annotated in diverse scenes. We follow the official train-test
split.
Video Crowd dataset (VSCrowd). VSCrowd [6] is a
dataset developed for crowd localization. It consists of 634
videos captured in various scenes (e.g., malls, streets, scenic
spots) and head annotations. We follow the official train-test
split.

B. Evaluation Metrics

Followed by prior work [9], we use Jensen-Shannon (JS)
divergence to measure the performance of the forecasting:

DJS(gt||ct) =
1

2
(DKL(ḡt||c̄t) +DKL(c̄t||ḡt)), (1)

where ḡt = gt/
∑

i,j gt(i, j), c̄t = ct/
∑

i,j ct(i, j) are the
predicted and ground truth normalized density maps, i, j are
the indices of pixel position, and DKL is Kullback-Leibler
(KL) divergence:
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1

WH

∑
i,j

ḡt(i, j) log(
ḡt(i, j)

c̄t(i, j)
). (2)

We report the Average JS divergence (ADJS) and the Final
JS divergence (FDJS). ADJS is the divergence between
the predicted and the ground truth map averaged over all the
future time steps, while FDJS is the divergence between
the predicted and ground truth map at the final time step.



Table 2. Comparison of the crowd density forecasting and trajec-
tory prediction approaches using ground truth pedestrian positions
(see 4.5) on ETH-UCY. The lower metrics (ADJS , FDJS) are
better.

Dataset

Trajectory Prediction Crowd Density Forecasting

Y-Net [7] Social-Trans. [12] PDFN-ST [9] Ours

ADJS FDJS ADJS FDJS ADJS FDJS ADJS FDJS

ETH 0.565 0.682 0.587 0.782 0.512 0.702 0.258 0.377
HOTEL 0.413 0.528 0.383 0.459 0.542 0.764 0.249 0.375
UNIV 0.178 0.253 0.155 0.217 0.199 0.369 0.108 0.163

ZARA1 0.345 0.506 0.270 0.396 0.623 0.987 0.181 0.310
ZARA2 0.242 0.352 0.197 0.275 0.344 0.529 0.144 0.241

AVG 0.346 0.464 0.318 0.426 0.444 0.670 0.188 0.250
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Figure 1. We compare the robustness of the models with realistic
miss-detections on the VSCrowd.

C. Comparison Models
We employ the following methods for comparison:

PDFN-ST (RA-L’21) [9]: PDFN-ST is a pioneering work
that tackles the crowd density forecasting task by using 3D
CNNs to learn local crowd density dynamics in 3D recep-
tive fields, regarded as spatiotemporal patches.
Y-Net (ICCV’21) [7]: Y-Net is a heatmap-based model that
predicts future human trajectories by estimating distribu-
tions over long-term goals and intermediate waypoints.
Social-Transmotion (ICLR’24) [12]: Social-Transmotion
is a Transformer-based model for human trajectory predic-
tion, leveraging diverse visual cues. The model is designed
to predict human behavior by capturing spatiotemporal in-
teractions between agents.

D. Additional Results
Forecasting Accuracy Comparison on each ETH-UCY
subset with Ground Truth Input Protocol. We compare
our model with crowd density forecasting and trajectory
prediction models using the ground truth input evaluation
protocol on ETH-UCY. As shown in Tab. 2, Our Crowd-
MAC consistently outperforms both trajectory prediction
methods and crowd density forecasting methods across all
subsets.
Robustness against Realistic Miss-Detection on
VSCrowd. In Fig. 1, we examine the robustness to
miss-detections using data preprocessed by the pedestrian

Table 3. Comparison of crowd density forecasting and trajectory
prediction approaches in a long-term setting using ground truth
pedestrian positions.

Dataset

Trajectory Prediction Crowd Density Forecasting

Social-Trans. [12] PDFN-ST [9] Ours

ADJS FDJS ADJS FDJS ADJS FDJS

SDD [11] 0.103 0.139 0.102 0.197 0.089 0.189
JRDB [8] 0.124 0.148 0.091 0.132 0.090 0.125

VSCrowd [6] 0.372 0.398 0.138 0.153 0.101 0.117
FDST [3] - - 0.073 0.122 0.060 0.104

croHD [13] - - 0.045 0.052 0.042 0.052

detection module on the VSCrowd (as described in Sec.
4.5) . Our proposed method shows a smaller perfor-
mance drop compared to PDFN-ST, demonstrating greater
robustness to realistic miss-detections.
Long Term Forecasting Results. Tab. 3 presents the com-
parison in a long-term setting, observing 2 seconds in the
past and predicting 6 seconds into the future. We observe
that our proposed model outperforms both the crowd den-
sity forecasting and trajectory prediction methods across
multiple datasets.
Qualitative Comparison. We show some qualitative re-
sults on SDD in Fig. 2 and on the FDST in Fig. 3. Our
method produces more precise predictions than the state-
of-the-art method PDFN-ST at every time step. The per-
formance gap between our method and PDFN-ST becomes
more evident as the time step advances.
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Figure 2. Qualitative results on SDD. The state-of-the-art method (PDFN-ST) prediction (first row), CrowdMAE (second row), and ground
truth (third row) are shown. We overlay the crowd density map onto the original image.
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Figure 3. Qualitative results on FDST. The state-of-the-art method
(PDFN-ST) prediction (first row), CrowdMAE (second row), and
ground truth (third row) are shown. We overlay the crowd density
map onto the original image.
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