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Table 1. Comparison with prior work on the MEVID dataset for the Change-of-Location Challenge. The best scores are shown in bold
whereas the second best scores are underlined.

Method
Same Location Different Location

mAP Rank mAP Rank
1 5 10 20 1 5 10 20

BiCnet-TKS [5] 5.1 14.5 25.3 30.6 37.5 4.7 9.4 19.5 24.6 34.3
PiT [10] 12.1 25.0 45.4 53.6 60.5 10.1 19.2 34.0 39.1 49.2

STMN [2] 10.1 16.8 31.0 36.1 43.1 10.0 22.2 41.6 52.1 58.4
AP3D [4] 14.5 31.0 45.1 51.8 63.3 12.0 24.1 37.6 43.4 50.9

TCLNet [6] 20.7 38.8 52.6 60.9 68.8 18.8 33.0 42.4 48.5 55.9
PSTA [8] 20.0 36.8 54.6 63.5 71.4 16.5 28.6 41.4 49.5 57.6
AGRL [9] 18.1 27.6 42.8 48.8 57.6 22.5 41.1 57.6 64.8 70.1

Attn-CL [7] 16.1 35.1 48.2 54.6 64.9 14.2 26.4 40.7 47.8 55.6
Attn-CL+rerank [7] 23.9 41.5 53.4 58.1 63.9 19.6 33.9 44.7 50.2 55.9

CAL [3] 24.7 42.1 56.6 63.2 72.0 22.2 35.0 49.8 55.2 62.0
VCLIP(Ours) 24.7 50.5 65.2 70.6 75.7 20.9 39.7 52.5 58.6 67.1

1. VCLIP Performance on MEVID Location
Difference Challenge

The MEVID [1] dataset provides several challenges to
evaluate Re-ID algorithms. In Tab. 1 we compare the per-
formance of our method, VCLIP, against prior work. The
results show that our method is on par with prior work for
this challenge, with VCLIP achieving the highest perfor-
mance for the same location condition for all of our metrics
and performing second best for all metrics, except mAP for
the different location condition.
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