
Appendix
We begin by providing a detailed analysis of the sign

language datasets used in this work in Appendix A. In Ap-
pendix B, we discuss additional implementation details,
including keypoint preprocessing and the network archi-
tecture. Further qualitative results are presented in Ap-
pendix C. Lastly, we address the potential negative societal
impacts of our work in Appendix D.

A. Statistics of Sign Language Datasets
We provide details on two sign language datasets used

in this work: PHOENIX14T and How2Sign, as summa-
rized in Tab. 7. PHOENIX14T is a German Sign Language
(DGS) dataset focused on the specific domain of weather
forecasting. It features a relatively small vocabulary of
3K words and concise video clips averaging 116 frames in
length. The dataset includes 7,096 training samples, 519
validation samples, and 642 test samples, all with gloss an-
notations. Because it is tailored for domain-specific tasks,
PHOENIX14T offers clear and repetitive patterns, making
it ideal for translation and recognition tasks within weather-
related contexts. On the other hand, How2Sign is an Amer-
ican Sign Language (ASL) dataset within the instructional
domain. This dataset is significantly larger and more di-
verse, with a vocabulary of 16K words and an average video
length of 173 frames. It contains 31,128 training samples,
1,741 validation samples, and 2,322 test samples, though
it lacks gloss annotations. The broader and more complex
nature of How2Sign makes it well-suited for general sign
language processing tasks, particularly those that require an
understanding of diverse and intricate sign sequences.

B. More Implementation Details
B.1. Keypoint Preprocessing

In preprocessing the keypoints, we first center and nor-
malize them based on the shoulder joint, ensuring that the
length of the shoulder is normalized to 1, following [77].
However, off-the-shelf extraction models, such as Open-
Pose [9], do not always yield consistently high-quality key-
point data. To address this issue, we implemented an ad-
ditional step to filter out noisy frames—specifically, those
with missing or misplaced joints—to ensure data quality
and consistency [44,73]. A frame is considered noisy if the
joint distance between consecutive frames exceeds a certain
threshold. To detect such frames, we first calculate the dif-
ferences between consecutive frames as:

Xdiff = {xt → xt→1}Tt=1, x ↑ RV↑C (7)

for t = 1, ..., T , where T is the total number of frames, V is
the number of vertices (joints), and C represents the coor-
dinates (x and y). We then compute the Euclidean distance
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Figure 6. A visual abstract of the keypoints used: 73 keypoints
in total, including 19 for the face, 23 for each hand, and 8 for the
upper body.
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Figure 7. An overview of the length regulator.

on the difference Xdiff as:

↓Xdiff(t, v)↓ =

√√√√
C∑

c=1

(Xdiff(t, v, c))2, (8)

where Xdiff(t, v, c) denotes the difference at time t for
vertex v and coordinate c. Next, we calculate the mean
Euclidean distance across all joints between consecutive
frames:

D(t) =
1

V

V∑

v=1

↓Xdiff(t, v)↓ . (9)

Frames where D(t) exceeds a predefined threshold, em-
pirically set to 400, are considered noisy and are subse-
quently removed.

B.2. Network Details
We employ a Transformer encoder and decoder architec-

ture [64] for our models, largely following the configuration
of Joint-SLT [8]. Our framework is optimized in two stages:
(i) pretraining SignMAE and (ii) task-specific mapping for
SLT and SLP. During pretraining, we empirically set a 25%
random mask to extract spatio-temporal features. Typically,



Dataset Lang Vocab Train / Valid / Test Avg. No.F Gloss Domain

PHOENIX14T [7] DGS 3K 7,096 / 519 / 642 116 ↭ Weather Forecast
How2Sign [21] ASL 16K 31,128 / 1,741 / 2,322 173 ✁ Instructional

Table 7. Statistics of Sign Language Datasets. Avg. No.F means average number of frames.

MAE mask a large portion of input data (e.g., 75%) to en-
hance the robustness of learned representations. However,
in our case, where both the encoder and decoder are used
for SLT and SLP tasks, the 25% random mask provides a
balanced approach. It offers a sufficient level of masking
while retaining enough visible context for effective recon-
struction.

To encode spoken language sentences, we employed
DistilBERT2. The length regulator module, illustrated
in Fig. 7, comprises two fully connected linear layers with
GELU activation [28], Dropout [58], and Layer Normaliza-
tion [2]. We used a learnable query size of 128 as input
to the decoder for generating gloss-level representations. A
batch size of 64 was maintained across all tasks, including
both pretraining and task-specific mapping. The model was
optimized using the AdamW optimizer [46] with ω1 = 0.9,
ω2 = 0.98, and a weight decay of 1e-3. The learning rate
schedule followed a cosine decay, with a peak learning rate
of 1e-4 and a linear warmup over 10K steps, decaying to a
minimum learning rate of 5e-5.

We trained SignMAE for 50 epochs on a single NVIDIA
A100 GPU, completing the process in under 24 hours. For
sign-to-text mapping, the model was trained for 75 epochs,
with early stopping applied when no further improvement
in BLEU-4 was observed. Training took approximately 1
hour for PHOENIX14T and 3 hours for How2Sign. We
used a beam size of 5. For text-to-sign mapping, training
was completed in 100 epochs, with early stopping based on
back-translated BLEU-4. The process was completed in 1
hour for PHOENIX14T and 7 hours for How2Sign.

C. More Results
C.1. Visualization of the Attention Map

Building on the findings of [75], which demonstrated
that glosses provide alignment information, we present vi-
sualizations of the attention maps from three different SLT
methods: Joint-SLT with and without the glosses, and our
method. As shown in Fig. 8a, the use of the glosses clearly
helps the model focus on more important local areas by
providing essential alignment information. By contrast, as
shown in Fig. 8b, removing the gloss supervision signal
causes the model to struggle in identifying the correct re-
gions. However, as shown in Fig. 8c, our method maintains
attention on key regions effectively, performing similarly to

2https://huggingface.co/M-CLIP/M-BERT-Distil-40
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Figure 8. Visualization of attention maps in the shallow en-
coder layer of Joint-SLT with and without glosses, alongside our
method. The comparison highlights how each model focuses on
different aspects of the input data.

the model using the glosses, thereby showing its potential
as a gloss replacement.

C.2. Translation Results
We provide additional translation examples in Tab. 8.

The results demonstrate that our method consistently de-
livers accurate and semantically correct translations, while
other baselines struggle to capture the correct semantic
meaning.

C.3. Production Results
We provide additional production examples in Figs. 9

and 10. The results demonstrate that our method con-
sistently delivers accurate and semantically correct signs,
while other baselines struggle to produce correct signs.

D. Potential Negative Societal Impact
On the positive side, the development and refinement of

frameworks such as UniGloR, which aim to replace tradi-
tional glosses, offer transformative potential, particularly
for advancing machine learning applications for Deaf and
Hard-of-Hearing communities. By applying this frame-
work to bidirectional sign language translation systems,
we can bridge the communication gap between the hear-
ing and Deaf communities. This breakthrough holds the
promise of creating more inclusive educational, profes-
sional, and social environments, reducing the marginaliza-
tion of Deaf and Hard-of-Hearing individuals. However, a
potential negative impact arises from the datasets we use.
Publicly available datasets, such as PHOENIX14T [7] and
How2Sign [21], may contain identifiable information, rais-
ing concerns about personal privacy. To mitigate these con-
cerns, we work with extracted keypoints from sign videos,
ensuring that no personally identifiable information is in-
cluded in our training process.

https://huggingface.co/M-CLIP/M-BERT-Distil-40


PHOENIX14T

Ground Truth: und nun die wettervorhersage für morgen montag den achtundzwanzigsten november.
(And now the weather forecast for tomorrow monday the twenty-eighth of november.)

Joint-SLT [8] und nun die wettervorhersage für morgen donnerstag den sechsundzwanzigsten juli.
(And now the weather forecast for tomorrow thursday twenty-sixth of July.)

ConSLT [22] und nun die wettervorhersage für morgen samstag den sechsundzwanzigsten juli.
(And now the weather forecast for tomorrow saturday the twenty-sixth of July.)

Ours: und nun die wettervorhersage für morgen donnerstag den siebenundzwanzigsten november.
(And now the weather forecast for tomorrow thursday the twenty-seventh of November.)

Ground Truth: am samstag ist es in der südhälfte freundlich in der nordhälfte einzelne schauer.
(On Saturday, it will be friendly in the southern half and a few showers in the northern half.)

Joint-SLT [8] am samstag ist es im nordwesten freundlich
(On Saturday it is friendly in the northwest.)

ConSLT [22] auch am samstag ist es im südosten freundlich.
(Even on Saturday it is friendly in the southeast.)

Ours: am samstag scheint im süden oft die sonne und wolken sonst einzelne schauer.
(On Saturday, the sun often shines in the south and clouds otherwise a few showers.)

Ground Truth: am sonntag ziehen von nordwesten wieder schauer und gewitter heran.
(On Sunday, showers and thunderstorms will move in again from the northwest.)

Joint-SLT [8] am samstag neun grad an der küste.
(On Saturday, nine degrees on the coast.)

ConSLT [22] am sonntag ziehen dann von westen wieder neue niederschläge heran.
(On Sunday, new precipitation will move in from the west.)

Ours: am sonntag zieht von nordwesten wieder etwas regen heran.
(On Sunday, some rain will move in again from the northwest.)

How2Sign

Ground Truth: Today, I’m going to show you how to play three card poker.
Joint-SLT [8] So what we’re going to do is we’re going to take our sponge.
ConSLT [22] You want to make sure that you have your seatbelt buckled.

Ours: Today I’m going to show you how to do this.

Ground Truth: Now we’re going to talk specifically about the medication that is going to be used with this machine.
Joint-SLT [8] So what we’re going to do is we’re going to start on the bottom here and we’re going to do it in slow-motion.
ConSLT [22] So what we’re going to do is we’re going to start by pruning on the bottom and we’re going to go over the top.

Ours: In this clip, we’re going to talk about the proper way to get rid of the skin.

Table 8. Comparison of the translation results compared to baselines. Correctly translated 1-grams are highlighted in blue, and semantically
correct translations are highlighted in green.



Figure 9. Additional visualization examples generated by our method, NSLP-G, and PT. Frames were uniformly selected, with dashed
boxes highlighting areas where our method produced more accurate signs.



Figure 10. Additional visualization examples.
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