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1. Overview

In order to offer a better understanding of the generality
of our method, we include additional experiments. First of
all, we aim to show that our method applies to a distinct col-
lection of datasets. Second of all, we aim to quantify the im-
pact of the number of datasets m on the joint model, as well
as on the distilled students. To this end, we follow the setup
described in the main paper, but with the following differ-
ences: (i) we increase the number of datasets from three to
four; (ii) we change the entire collection of datasets; (iii)
we train the joint teacher by varying the number of datasets,
from two to four.

In another set of experiments, we compare with a single-
dataset KD. This experiment aims to assess the benefits of
distilling from multiple datasets.

We also aim to determine the applicability of our frame-
work to distinct tasks. To this end, we conduct experiments
on three action recognition datasets. In this setup, we start
from pre-trained action recognition models, which allows
us to demonstrate the effectiveness of our approach in con-
junction with pre-training.

We further present ablation results where the joint
teacher is either based on different backbones trained on
the same dataset, or the same backbone trained on different
datasets. Another dataset-related ablation is performed to
demonstrate the generalization capacity of the MLFD stu-
dents.

Next, we analyze the feature space generated by our ap-
proach. By visualizing the embeddings via t-SNE, we are
able to determine that our approach leads to robust and dis-
entangled representations. Finally, we discuss the time and
space limitations of our framework.

2. Additional Image Classification Results

2.1. Datasets

Caltech-101. The Caltech-101 dataset [1] consists of 7, 315
training images and 1, 829 test images. It was originally

proposed to test the ability of models to learn from few ex-
amples. The images belong to 101 object categories.
Flowers-102. The Flowers-102 dataset [8] contains 7, 169
training images and 1, 020 test images. The dataset con-
tains 102 classes of flowers that typically grow in the United
Kingdom.
CUB-200-2011. The Caltech-UCSD Birds 200 2011
(CUB-200) dataset [13] is formed of 9, 430 training images
and 2, 358 test images. The images represent 200 distinct
species of birds.
Oxford Pets. The Oxford-IIIT Pets dataset [9] consists of
5, 906 training images and 1, 477 test images. The dataset
contains images for 37 breeds of cats and dogs.

2.2. Models

Since the datasets are distinct, we evaluate our method
on a new set of individual teachers, denoted as T3, con-
taining four models, namely a ResNet-18 [2] trained on
Caltech-101, an EfficientNet-B0 [11] trained on Flowers-
102, a SEResNeXt-26D [4] trained on CUB-200, and a
ResNet-18 trained on Oxford Pets. T3 contains similar mod-
els to T1, but trained (from scratch) on distinct datasets.

2.3. Results

Table 1 shows the results obtained when the joint teacher
is trained on two, three and four datasets, respectively. The
joint teacher is first optimized on Caltech-101 and Flowers-
102. The next version adds the CUB-200-2011 dataset into
the mix, and the last version is trained on all four datasets.
Notably, the results indicate that two datasets are enough to
reach substantial performance gains. We report additional
gains when using more datasets, although the relative im-
provements tend to saturate with the number of datasets,
as shown in Figure 1. Regardless of the number of datasets,
our multi-level distillation framework brings significant per-
formance improvements on all four datasets. Even if the
chosen datasets are typically small, the reported gains are
still high, suggesting that our framework plays a very im-
portant role in increasing the performance and generaliza-
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Model #Datasets Caltech-101 Flowers-102 CUB-200 Oxford Pets
acc@1 acc@5 acc@1 acc@5 acc@1 acc@5 acc@1 acc@5

Dataset-specific models 1 74.79 86.39 78.04 93.14 51.40 77.06 63.91 89.10

Students (our)
2 79.66 92.29 80.78 94.22 - - - -
3 80.32 91.31 79.41 95.10 58.27 82.65 - -
4 80.04 92.45 81.76 95.29 59.29 83.29 68.79 92.42

Joint teacher (ours)
2 82.56 93.00 80.39 93.73 - - - -
3 83.11 93.06 81.76 94.61 57.21 81.30 - -
4 83.00 93.71 81.86 94.51 57.29 80.66 66.08 89.91

Table 1. Results for the set T3, including the dataset-specific baselines, the students obtained by employing multi-level distillation using
embeddings extracted at two levels (L2), and the corresponding joint teachers. The number of datasets used to train the joint teachers is
gradually increased from two to four. The results of the best student and the best teacher on each dataset are highlighted in bold.

Figure 1. Accuracy rates of the student models on Caltech-101 (left) and Flowers-102 (right) when the number of datasets is increased
from one to four. Best viewed in color.

tion capacity of neural models.

3. Comparison with Single-Dataset Distillation

In Table 2, we present additional results with students
based on standard (single-dataset) distillation. For the
single-dataset distillation, we consider two distinct sets of
teacher. On the one hand, we distill from the teachers in-
cluded in T1, for a direct comparison with our multi-dataset
approach. On the other hand, we use another set of more
powerful teachers, namely T4, which is composed of the
following models: ResNet-50 for CIFAR-100, EfficientNet-
B1 for Tiny ImageNet, and SEResNeXt-50D for ImageNet-
Sketch. The latter set of teachers is considered because it is
common to use deeper teachers in teacher-student training
setups. Nevertheless, the students trained with our multi-
dataset distillation approach reach much better results than
both single-dataset student versions. Our empirical results
suggest that it is more effective to distill from lighter teach-
ers trained on multiple datasets than distilling from a deeper
teacher trained on a single dataset.

4. Additional Action Recognition Results
4.1. Models

The action recognition models are taken from the
MMAction21 toolbox, which provides various models pre-
trained on different datasets. For ActivityNet, the individual
teacher is a pre-trained Temporal Segment Network [14] ar-
chitecture, which is based on a ResNet-50 backbone with
8 segments. For HMDB-51 and UCF-101, the teachers are
based on a pre-trained ResNet-50 with Temporal Shift Mod-
ule [7]. All selected teachers are first pre-trained on the
Kinetics-400 dataset [5]. Then, each teacher is fine-tuned
on its own target dataset. From this point on, we employ
our multi-dataset distillation approach.

4.2. Datasets

ActivityNet. The ActivityNet dataset [3] comprises 19, 994
videos labeled with 200 activity classes. Following standard
evaluation practices, we report results on the official valida-
tion set, since there are no publicly-available labels for the
test set.

1https://github.com/open-mmlab/mmaction2

https://github.com/open-mmlab/mmaction2


Model CIFAR-100 Tiny ImageNet ImageNet-Sketch
acc@1 acc@5 acc@1 acc@5 acc@1 acc@5

Dataset-specific models (light=T1) 55.07 81.62 45.09 70.52 49.67 71.39
Dataset-specific models (deep=T4) 64.38 88.30 43.47 69.48 57.75 76.38
Single-dataset KD (from T1 to T1) 56.44 82.63 48.15 74.02 46.87 70.40
Single-dataset KD (from T4 to T1) 59.17 83.68 47.16 73.06 54.21 75.45
Multi-dataset KD (from T1 to T1) 62.25 84.64 51.61 76.46 61.31 78.36

Table 2. Single-dataset KD (using individual dataset-specific models as teachers) versus our multi-dataset KD. Students are always light
(and identical for both single-dataset and multi-dataset distillation). T1: ResNet-18, EfficientNet-B0, SEResNeXt-26D. T4: ResNet-50,
EfficientNet-B1 and SEResNeXt-50D.

Model ActivityNet HMDB-51 UCF-101
acc@1 mAP acc@1 mAP acc@1 mAP

Dataset-specific models 73.81 42.83 73.60 61.27 94.63 86.32
Students (L1) 81.56 82.89 75.32 76.81 95.97 97.96

Joint teacher (L1) 88.50 90.33 78.67 79.13 98.05 99.20

Table 3. Action recognition results on ActivityNet, HMDB-51 and UCF-101 for a new set of models (ResNet-50 with Temporal Segment
Network for ActivityNet; ResNet-50 with Temporal Shift Module for HMDB-51 and UCF-101), including the dataset-specific baselines,
our students based on L1 embeddings, and the corresponding joint teacher. The dataset-specific models and individual teachers are pre-
trained on Kinetics-400. Our students outperform the dataset-specific models by large mAP gaps on all datasets.

Model Distillation TinyImageNet ImageNet-Sketch
level acc@1 acc@5 acc@1 acc@5

Dataset-specific models - 45.09 70.52 49.67 71.39
Students (same dataset) L2 50.07 75.45 54.16 75.55

Students (different datasets) L2 51.61 76.46 61.31 78.36

Table 4. Comparison between students distilled from joint teachers of identical capacity, but using same or distinct datasets. The same-
dataset students are distilled from a joint teacher that combines different backbones which are all trained on the target dataset. The students
trained on different datasets are based on our unmodified MLFD framework.

HMDB-51. The HMDB-51 dataset [6] consists of 7, 000
clips distributed in 51 action classes. The official evaluation
procedure uses three different data splits. We consider the
first split in our experiments.
UCF-101 The UCF-101 dataset [10] contains 13, 320
YouTube videos from 101 action classes. As for HMDB-
51, there are three data splits and we select the first one for
our evaluation.

4.3. Results

We present action recognition results with L1 students
in Table 3. Although we start from pre-trained individual
teachers, the joint teacher leads to significant performance
gains. Distilling knowledge from the joint teacher into the
student models is also beneficial. In the end, we obtain stu-
dent models that are identical in terms of architecture to the
dataset-specific models, but the action recognition perfor-
mance of our students is significantly higher, especially in
terms of mAP.

5. Additional Ablations
5.1. Distillation from Same-Dataset Joint Teacher

To demonstrate the utility of training the joint teacher on
a diversity of datasets, we perform an ablation study where
the joint teacher is based on the same variety of architec-
tures, but all teachers are trained on the same dataset. In Ta-
ble 4, we compare the students based on L2 distillation for
T1 teachers on TinyImageNet and ImageNet-Sketch. Al-
though both kinds of students surpass the dataset-specific
models, our multi-dataset students clearly benefit from the
more diverse datasets used to train the joint teacher. The
results are consistent on both TinyImageNet and ImageNet-
Sketch.

5.2. Distillation from Same-Architecture Joint
Teacher

To show that our multi-dataset distillation works even
if the joint teacher uses the same architecture across dif-
ferent datasets, we perform an experiment where the joint



Model Distillation Caltech-101 Oxford Pets
level acc@1 acc@5 acc@1 acc@5

Dataset-specific models - 74.79 86.39 63.91 89.10
Students (same architecture) L2 80.75 92.56 68.99 93.09

Joint teacher (same architecture) L2 82.61 93.27 64.92 89.10

Table 5. Results with a joint teacher based on the same architecture (ResNet-18) trained on different datasets (Caltech-101 and Oxford
Pets). The corresponding students are also based on ResNet-18.

Figure 2. Visualizations based on t-SNE projections of image embeddings learned by the dataset-specific models (left) and those learned
by our student models (right) for the three datasets: CIFAR-100 (first row), TinyImageNet (second row), ImageNet-Sketch (third row).
Best viewed in color.

teacher comprises a ResNet-18 trained on Caltech-101, and
a ResNet-18 trained on Oxford Pets. The corresponding

students are also based on ResNet-18. We report the re-
sults of the dataset-specific models, the joint teacher and



Model Oxford Pets
acc@1 acc@5

Dataset-specific model 63.91 89.10
Student w/o Oxford Pets 66.14 91.94

Table 6. Results on Oxford Pets with the dataset-specific model
versus an L2 student distilled from a joint teacher which is trained
on three datasets: Caltech-101, Flowers-102, and CUB-200.

the L2 students in Table 5. Both teacher and student mod-
els outperform the dataset-specific models, confirming that
our multi-dataset distillation performs well, even when the
same architecture is employed across all datasets.

5.3. Cross-Dataset Generalization

To showcase the generalization capacity of our frame-
work, we present cross-dataset results by training a joint
teacher on Caltech-101, Flowers-102, CUB-200 and distill-
ing the knowledge into an L2 student for Oxford Pets. In
Table 6, we compare this student with the dataset-specific
model on Oxford Pets. Our cross-dataset student surpasses
the dataset-specific model, thus showing a higher general-
ization capacity.

6. Feature Analysis

To gain a deeper understanding of our method, we com-
pare the discriminative power of the embeddings learned by
the dataset-specific models and those learned by our stu-
dent models. We achieve this using the t-SNE [12] visual-
ization tool and plot the 2D projections of test data points
(images) from different classes, as obtained after applying
the corresponding embedding (model). As there are at least
100 classes in each of the three considered datasets in the
main paper, we plot the projections of test data points for
only a fraction of the total number of classes, to improve
clarity. Figure 2 shows the 2D projections obtained using
the t-SNE tool, for each of the three datasets. The visual-
ization reveals that the embeddings learned by our student
models cluster data points from the same class much bet-
ter than the dataset-specific models, thus demonstrating a
higher discriminative power.

6.1. Limitations
Time complexity. A possible limitation of our method
is the wall-clock training time. The number of models
that need to be trained is proportional with the number of
datasets m. The m individual teachers specific to each
dataset can be trained in parallel, whereas the joint teacher
and the student models need to be trained sequentially. In
general practice, the training time can also be reduced by
using pre-trained networks as individual teachers. In our ex-
periments, the joint teachers obtain stable performance after

roughly 1/5 of the training time of the individual teachers,
since they can harness the information learned by individ-
ual teachers. Based on these insights, the total training time
required to obtain a student ranges between 1.2 (if all in-
dividual teachers are pre-trained) and m + 1.2 (if all indi-
vidual teachers need to be trained), where m is the number
of data sets. Notice that, during inference, the wall clock-
time remains the same, i.e. there is no difference between
the dataset-specific models and our students.
Space complexity. Regarding space complexity, the only
limitation is the storage required for caching latent repre-
sentations of the individual teachers, especially when m is
larger. In practice, we can limit the number of individual
teacher models and datasets to a manageable size, e.g. 2-4,
to avoid using too much storage space. Our results show
that m = 3 is enough to bring significant performance
gains, up to 12%.
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