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A. Appendices

A.1. Dataset Overview

The LUCAS dataset [2], encompassing data from 2006,
2009, 2012, 2015, and 2018, includes high-resolution im-
ages captured at 1600×1200 pixels. For this work, we fo-
cused on the 2018 dataset and downsampled these images
to 512×512 pixels using the LANCZOS [1] interpolation
method. This technique was selected for its superior resam-
pling quality, ensuring the preservation of image detail and
clarity. Figure 1 illustrates the geographical distribution of
geo-tags across Europe, while Figure 2 showcases examples
of the four directional LUCAS images alongside their cor-
responding Sentinel-2 images obtained from the Planetary
API.

Figure 1. Data Distribution across Europe

A.2. Meta Prompts and Prompt Example

In this work, we generated ground and aerial prompts
using the meta-prompt approach described in “Meta Prompt
for Ground View Prompts”, and further refined them based
on different views, such as “aerial” shown in “Meta Prompt
for Aerial View Prompts”, as well as prompt length. An
example of the generated prompts for the “Forest” class is
shown in Fig 3.

Meta Prompt for Ground View Prompts

Generate 50 extremely short and diverse sentences
that may correspond to factual visual descriptions
of photos taken over the land-use/land-cover class
‘Annual Crop’ such that they are as different as pos-
sible from all of these other classes:
[‘Industrial’, ‘Pasture’, ‘River’, ‘Forest’, ‘Herba-
ceous Vegetation’, ‘Permanent Crop’, ‘Highway’,
‘Residential’, ‘Sea Lake’]
Try to describe visual features or objects that are
likely to be visible in such images, even if they are
not stereotypical. Make sure they cover as many of
all the possible random photos that could be taken
over that land-use/land-cover and that they sound
as objective as possible, covering different seasons
and states of the land-use/land-cover. Make sure to
add some examples related to the class for the image
visual description. Do not make poetic sentences
but more factual.
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Figure 2. Sentinel-2 collected images from Geo-Tagged LUCAS data points. LUCAS images include four directional views, which are
displayed alongside the Sentinel-2 imagery with 10m resolution.



Figure 3. Examples of different style prompts generated for ”Forest” class by GPT3.5 [4]

Meta Prompt for Aerial View Prompts

Generate 50 extremely short and diverse sentences
that may correspond to factual visual descriptions of
aerial or satellite view over the land-use/land-cover
class ‘Annual Crop’ such that there are as different
as possible from all of these other classes:
[‘Annual Crop’, ‘Industrial’, ‘Pasture’, ‘River’,
‘Forest’, ‘Herbaceous Vegetation’, ‘Permanent
Crop’, ‘Highway’, ‘Residential’, ‘Sea Lake’]
Try to describe aerial or satellite visual features
or objects that are likely to be visible in such im-
ages, even if they are not stereotypical. Add aerial
view context with patterns and use ”aerial”, ”satel-
lite photo” terms. Make sure they cover as many of
all the possible random photos that could be taken
over that land-use/land-cover and that they sound
as objective as possible, covering different seasons
and states of the land-use/land-cover. Make sure to
add some examples related to the class for the im-
age aerial or satellite visual attributes. Do not make
poetic sentences but more factual.

A.3. Zeroshot Results based on Length of Prompts

In addition to generating prompts from aerial and ground
perspectives, we further diversified the prompt styles by in-
corporating varying lengths: short sentences (10 words) and
long sentences (50 words), tailored to the specific class un-
der consideration, as illustrated in Fig 3. Table 1 reveals
several key insights regarding the impact of prompt length

Prompt Templates/Models Aerial Short Aerial Long Ground Short Ground Long
EuroSAT

RN50

CLIP [5] 31.95 38.42 28.56 31.32
RemoteCLIP [3] 24.82 27.80 23.84 20.90
SenCLIP-AvgPool 57.74 57.02 59.10 55.46
SenCLIP-AttPool 58.68 56.34 60.12 55.92

ViT-B/32

CLIP [5] 45.09 49.61 40.97 41.76
RemoteCLIP [3] 37.94 38.85 37.54 35.30
SkyCLIP [6] 61.05 59.20 53.25 54.03
GeoRSCLIP [7] 62.46 62.91 60.00 57.88
SenCLIP-AvgPool 63.78 66.89 64.28 58.80
SenCLIP-AttPool 64.10 67.54 63.04 57.82

BigEarthNet

RN50

CLIP [5] 27.60 30.02 24.41 23.78
RemoteCLIP [3] 32.60 32.14 31.74 30.66
SenCLIP-AvgPool 33.57 33.60 30.02 32.70
SenCLIP-AttPool 35.18 35.89 32.74 35.09

ViT-B/32

CLIP [5] 28.58 34.12 27.51 28.94
RemoteCLIP [3] 32.75 28.38 29.97 25.44
SkyCLIP [6] 25.77 28.08 23.43 21.55
GeoRSCLIP* [7] 37.24 39.05 30.95 33.75
SenCLIP-AvgPool 33.08 35.66 34.36 34.57
SenCLIP-AttPool 33.67 33.76 33.80 33.95

Table 1. Zero-shot classification results with RN50 and ViT-B/32
backbones on EuroSAT and BigEarthNet datasets, highlighting the
effectiveness of various prompt lengths and types. The comparison
includes specific class prompts with short (10-word) and long (50-
word) sentence descriptions for aerial and ground views, all gener-
ated using GPT-3.5. *Note: GeoRSCLIP [7], trained on BigEarth-
Net with paired text, is considered supervised rather than zero-
shot. Bold indicates the each model’s performance on short versus
long prompts, while italic highlights the overall best-performing
model across short and long.

and view-type on zero-shot classification performance.
Effect of Prompt Length: Across both the EuroSAT and
BigEarthNet datasets, longer prompts (50 words) gener-
ally outperform shorter ones (10 words), particularly for
aerial views. This trend holds across all models, which



show improved accuracy when provided with more detailed
prompts. For instance, SenCLIP exhibits notable accuracy
improvements with longer prompts on both datasets, espe-
cially in aerial views, with the exception of RN50 on Eu-
roSAT.
Ground Views and Prompt Length: In contrast to aerial
views, the effect of prompt length is less pronounced for
ground-level images. Models like RemoteCLIP [3] and
SenCLIP often perform equally well or slightly better with
shorter prompts compared to longer ones. This is likely due
to the rich visual context inherent in ground-level images,
where detailed descriptions in longer prompts may add lim-
ited value. For example, in the EuroSAT dataset, SenCLIP-
AvgPool and SenCLIP-AttPool show minimal gains from
longer prompts in ground views, suggesting that prompt
specificity may matter more than length for ground-level
imagery.

Moreover, SenCLIP variants consistently outperform
other models in both aerial and ground views across
both datasets, demonstrating the robustness of its cross-
view strategies in leveraging detailed descriptions. While
GeoRSCLIP [7], a supervised model, benefits from longer
prompts (particularly in BigEarthNet), it is consistently out-
performed by SenCLIP in ground-view scenarios. For ex-
ample, SenCLIP achieves significant performance gains on
ground-level imagery within the BigEarthNet dataset.
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