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A. User Study
A.l. Overview

A user study was conducted to evaluate satisfaction with
rearrangement goals generated by two humans, PACA, SG-
Bot [4], and a custom baseline called Parallel. The study in-
volved 43 subjects, who rated 3 scenes from Section 5.2.2,
providing a total of 559 ratings on a scale from 1 (Very bad)
to 5 (Very good). During the study, subjects were asked, “If
a robot made this rearrangement for you at home, how sat-
isfied would you be?” The full results, including mean and
standard deviations, are presented in Table 1. The follow-
ing sections outline the implementation of the user study
and the baseline methods.

A.2. Implementation of the User Study

Given the highly modular nature of the scene rearrange-
ment task, this user study focuses solely on analyzing user
satisfaction with the generated goals, independent of the
matching and robot execution stages. To minimize the in-
fluence of users’ ratings based on the visual appearance of
the goals, we recreated the object arrangements in the real
world to match their positions in the simulated or synthetic
images and presented only the unified real-world images to
the users. For example, SG-Bot’s goals were originally gen-
erated in simulation. The corresponding recreated scenes
are shown in Fig. 8.

For each subject, the study randomly sampled one goal
from each baseline for each scene and anonymously num-
bered the rearrangements. The subject was then asked to
rate the numbered images. An example of the user study
sent to one subject is shown in Fig. 1. Due to the lack
of trained models and simulated objects, Fruit and Office
scenes are inapplicable to SG-Bot.

A.3. Implementation of the Baselines

A.3.1 Human 1 and Human 2

Fig. 2 shows the initial setup of the three scenes, with ob-
jects randomly scattered on the table. Before each human
rearrangement, the scene was reset to this state. The best-
effort arrangements were carried out by the first two authors
(Human 1 and Human 2), each working independently with-
out seeing the other’s results. The outcomes are shown in
Fig. 3.

A3.2 PACA

Three goals for each scene were generated using the
prompts listed in Section 5.4. An additional set was cre-
ated with the prompt “fork, knife, plate, table” (exclud-
ing “spoon”) to align with the goals generated by SG-Bot,
where the spoon is absent. The goals for each scene are
shown in Fig. 4, Fig. 5, and Fig. 6, respectively.

A.3.3 Parallel

Parallel is a custom rearrangement baseline in which ob-
jects were manually aligned horizontally in random order
without overlapping, as shown in Fig. 7.

A3.4 SG-Bot

SG-Bot generates goals from scene graphs by training
Graph-to-3D [2] and AtlasNet [3]. Trained in the Py-
Bullet [1] environment, SG-Bot is not a zero-shot method
and focuses specifically on Dining scenes, with no trained
models or simulated objects for Fruit and Office scenes.
Therefore, we only compared their results for the Dining
scene. The examples used in the user study are shown in
Fig. 8. We obtained the goals by running their open-source
code for evaluation and demonstration without modifying
model weights or inputs. For the user study, we selected



the demonstrations that are most closely aligned with our
scenes.

A.4. Table
See page 2.
. Figure 2. Initial object states for three scenes.
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Figure 1. An example of a user study sent to a subject.

Figure 4. Scene Dining of PACA: The first column shows the gen-
erated goals and the second column shows the human rearrange-

ments based on those goals.
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Human 1 Human 2

PACA Parallel SG-Bot

Dining 3.41 +1.23 4.34 4+ 0.81 3.85 4+ 1.28 3.05 £0.85 1.68 + 0.90
Fruit 4.634+0.67 1.89+1.12 4.424+0.82 2.26 £1.25 —
Office 3.55 +1.32 3.67 4+ 1.27 3.49+1.23 1.95 £ 0.97 —

Table 1. Mean and standard deviations of the ratings for PACA and four baselines, with the highest values in bold and the second highest

underlined.

Figure 5. Scene Fruit of PACA: The first column shows the gen-
erated goals and the second column shows the human rearrange-
ments based on those goals.

Figure 6. Scene Office of PACA: The first column shows the gen-
erated goals and the second column shows the human rearrange-
ments based on those goals.

Figure 8. Scene Dining of SG-Bot: The first column shows the
generated goals and the second column shows the human rear-
rangements based on those goals.
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