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A. Data

A.1. Data Pre-processing

A.1.1 Pixel Label Mapping

The Pixel Label Mapping compares pixels between the re-
sized and original masks, filtering out blurred pixels or pix-
els that are incorrectly mapped to colors of a different class.
In particular, as the segmentation task involves pixel-level
classification, the pixels of the train and test mask images
can be denoted as P = {x,,, yn}f\l/[:XlN, where z € RM*N
represents the shape of M x N input image and y can be-
long to one of the classes L = {I1, 12,13, ..., 1, }. Note that,
if the dataset has n classes, there are n colors representing
the classes. We first resized an original mask of size M x N
into the target size of k x k. If there are pixels in the resized
k x k mask that do not belong to the class set L, including
blurred pixels, their coordinates are stored separately in a
dictionary format for modification in the following steps.

A.1.2 Pixel Remapping

The pixels, which are not mapped in Pixel Label Mapping
process, are assigned with new values considering Color
Distance and Lesion Distance that are determined by med-
ical relationships with other lesions. Specifically, for each
unmapped pixel P = (x,y), where x and y represent the
pixel coordinates of an M x N size input image, we cal-
culate the Color Distance, CD = {d;,ds,ds, ...,d,}, be-
tween the pixel’s color and the colors of the lesion classes
L ={l1,1s,13,...,1,,}. The reason for calculating the color
distance from the labels of lesions rather than calculating

*Equal contribution.
Corresponding authors.

the distance between adjacent pixels is that there may be
inaccurate pixels among the adjacent pixels that are blurry
or not properly mapped. Subsequently, we determine the
nearest class [ as follows:

Nearest Class ([) = arg  min
Adjacent Pixels

|lcof @)

The predefined Lesion Distance (LD) is then utilized to
determine if the pixel value [ can be assigned to its corre-
sponding pixel location P = (z,y) as follows:

Lesion Distance (LD) = {(4, j) : ||RGB; — RGB,||}
2

For all 4, j where i#j. Here, the dictionary LD con-
tains precomputed CD between pairs of lesions (4, j) based
on medical knowledge, which identifies adjacent and non-
adjacent lesions. Specifically, we calculate the Euclidean
distances between the nearest class [ and adjacent pixels
of the target pixel P, excluding blurred or inaccurately
mapped pixels that do not belong to class L. Based on
the predefined LD, pixels representing adjacent lesions are
retained, while those representing non-adjacent lesions are
left unassigned unless the CD meets a specific LD thresh-
old. By calculating lesion relationships using LD, this ap-
proach can be universally applied to other medical images,
regardless of the medical domain.

To exemplify, in the case shown in the first column of
Figure 1, ERM (Orange), which stands for ‘Epiretinal Mem-
brane, located ‘above’ the Retina (Sky Blue), while RPE
(Purple line), which represents ‘Retinal Pigment Epithe-
lium, exists ‘beneath’ the Retina. Medical standards indi-
cate that ERM and RPE cannot be adjacent [7]. We evaluate
the Color Distance and assign pixel values according to the
predefined Lesion Distance. If the calculated Color Dis-
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Figure 1. Data pre-processing results in the following scenarios: (a) Manual annotation by doctors (Ground Truth), (b) Only K-Neighbor
Post-Processing applied, (c) Incorporating Color Distance and Lesion Distance, and (d) The proposed data pre-processing method. Com-
bined utilization of Color Distance and Lesion Distance with K-Neighbor Post-Processing yields finer and more accurate pixel resizing.

tance between lesion pairs corresponds to the expected Le-
sion Distance, pixel values are assigned; otherwise, they re-
main unassigned and the process proceeds to the final step.

A.1.3 K-Neighbor Post-Processing

In this step, pixels that have not been mapped are processed
in the final K-Neighbor Post-Processing step for mapping,
where K denotes the number of neighboring pixels consid-
ered. This involves examining the surrounding K pixels of
the target pixel and performing a majority voting to deter-
mine the final label assignment. The majority voting opera-
tion can be expressed as follows:

K
yi = argmaXZI(yk =1) 3)

where y; is the final label assigned to the pixel in question,
l; € L represents the possible classes, I(-) is the indicator
function, and y; denotes the label of the k-th neighboring
pixel.

B. Experimental Settings
B.1. Baselines

To validate the performance of our proposed model, we
compare recent baseline models that showed state-of-the-
art performance in retinal imaging. Our baselines include
multi-task learning, segmentation, and classification mod-
els.

e UML [5]: Uncertainty-informed Mutual Learning
(UML) framework performs joint classification and
segmentation tasks in medical image analysis. By gen-
erating image-level and pixel-wise confidence scores,
UML employs an uncertainty navigator to enhance the
reliability and interpretability of classification and seg-
mentation output.

e TCCT-BP [6]: Tightly combined Cross-Convolution
and Transformer with Boundary regression and fea-
ture Polarization (TCCT-BP) performs segmentation
task by combining CNN and lightweight Transformer
to enhance the perception of retinal layers. The model
incorporates a feature grouping and polarization loss
function to differentiate feature vectors, along with a
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Figure 2. Visualization of region-specific uncertainty map through uncertainty estimation of CAMEL in OCT5k dataset.

boundary regression loss function to accurately align
retinal boundaries with the ground truth.

¢ Attention-based U-Net [4]: Attention-based U-Net
model integrates the soft attention mechanism into the
U-Net architecture. The model demonstrates high per-
formance in segmenting the fluids and the boundaries
between layers in OCT images.

MedViT-S [3]: MedViT is a robust and efficient CNN-
Transformer hybrid model capable of performing var-
ious medical image classification tasks. The model
demonstrates high generalization ability on the large-
scale MedMNIST-2D dataset.

¢ VGG-19-based model [2]: The VGG-19-based model
utilizes a well-known CNN architecture combined
with transfer learning and mix-up-based data augmen-
tation. The model’s classification performance demon-
strated the highest accuracy when compared to eight
ophthalmologists.

C. Results
C.1. Validating CAMEL’s Generalizability

We validated CAMEL’s generalizability on the OCTS5k
dataset [ 1], where the layers in the OCT images are labeled.
Figure 2 presents the segmentation results of CAMEL. De-
spite variations in segmentation labels compared to our

dataset, the model’s outcomes align well with the target
areas for each layer. The ‘Uncertainty Map’ also demon-
strates that the model prevents overconfidence at the bound-
aries of each layer.

C.2. Comparison with Interpolation Methods in
OCT Image Pre-processing

Figure 3 illustrates the comparison on a resized OCT
mask image using our pre-processing method and other var-
ious image interpolation techniques. When observing the
boundaries of each class, our pre-processing method ex-
hibits clear pixel colors, while other interpolation methods
show blurred boundaries.

To investigate whether our pre-processing method leads
to performance improvements not only on our dataset but
also on other datasets, we conducted a comparative study
on the OCTS5k dataset [ | ] with various image resizing meth-
ods. As shown in Table 1, utilizing resized mask im-
ages produced by our pre-processing method achieved the
highest average Dice score, underscoring the effectiveness
of the image resizing techniques for segmentation tasks
in CAMEL. This confirms the general utility of our pre-
processing method in medical segmentation tasks.
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Figure 3. Visualization comparing the resized OCT (Optical Coherence Tomograph) image at 256 x 256 dimensions using our pre-
processing method against other image interpolation methods.
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Table 1. Performance comparison between using our data pre-processing method and other resizing methods on OCT-5k dataset.
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