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Organization of Appendix

A. Introduction
We present additional results and other details related

to our proposed method : Instructive3D. We present imple-
mentation details in Appendix B. We present additional ex-
perimental results in Appendix C.

B. Implementation Details
For Tri-VAE, we use 3 DownEncoderBlock2D for the

encoder and 3 UpDecoderBlock2D for the decoder, with 3
layers per block. The number of in channels and out chan-
nels is 40 for each VAE and the number of channels in latent
space is 4 per plane of the triplane. The sample size used is
64.

For Latent TriPlane Diffusion model, we use 3 CrossAt-
tnDownBlock2D along with 1 DownBlock2D for the en-
coder part of the model and 3 CrossAttnUpBlock2D along
with 1 UpBlock2D for the decoder part, also we use 1 UN-
etMidBlock2DCrossAttn in the middle, the text embedding
obtained from the CLIP [3] transformer is fed to all the cross
attention blocks. We use 2 layers per block, the number of
in channels is 24 and out channels is 12, with a sample size
of 16. In the background the UNetMidBlock2DCrossAttn,
CrossAttnDownBlock2D and CrossAttnUpBlock2D uses
BasicTransformerBlock2D, in which both self attention and
cross attention is enabled.

C. Experimental Results
We compare our method with Text2Mesh [2],

Paint3D [5] and TEXTure [4], which takes a 3D mesh and
a text prompt as input and generates an output mesh with
the given text conditioning. We provide the mesh generated

by Real3D [1] to these models with an edit prompt and
compare the output with our generated mesh. We show
additional results in Fig. 7- 33. These results show that our
method preserves geometry and performs edits consistent
with the input edit prompts.
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Figure 7. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row shows
results from our method. Caption used for editing is: “change color to red”.



Figure 8. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row shows
results from our method. Caption used for editing is: ‘change color to powder blue”.



Figure 9. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row shows
results from our method. Caption used for editing is: ‘add a glittery look to the ball”.



Figure 10. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘change color of barrel to bamboo green”.



Figure 11. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘change color of barrel to cream”.



Figure 12. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘apply leaves on the barrel”.



Figure 13. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘add blue stripes to the barrel”.



Figure 14. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘apply a purple gradient color to can”.



Figure 15. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘change color of can to gold”.



Figure 16. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘add a marble effect to the can”.



Figure 17. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘change color of bowl to turqoise”.



Figure 18. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘change color of bowl to gold”.



Figure 19. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: ‘change color of bowl to mint green”.



Figure 20. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a purple glittery look to chair”.



Figure 21. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a velvet texture to the chair”.



Figure 22. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “change color of clutch bag to cyan”.



Figure 23. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “apply marble texture to the clutch bag”.



Figure 24. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a glossy texture to the clutch bag”.



Figure 25. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a velvet texture to the clutch bag”.



Figure 26. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “change color to purple”.



Figure 27. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a glittery pink overlay to the cup”.



Figure 28. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a pastel gradient to the shoe”.



Figure 29. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a flame design to the shoe”.



Figure 30. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “add a brushed metal finish to the shoe”.



Figure 31. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “change the color of sofa to red”.



Figure 32. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “change color of sofa to purple”.



Figure 33. Baseline comparison results. Top row shows the rendered images from the mesh obtained from Real3D [1]. Second row
shows results from our method. Caption used for editing is: “darken the color of the sofa”.


