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1. Size priors

Implementation details In our approach, size priors are
utilized for various tasks, including object depth estimation,
background extraction, and proxy object generation. These
priors were obtained by searching the internet using class
names, and the resulting statistical data is consistently ap-
plied across all datasets, as detailed in Table 1. For certain
classes, such as Car and Pedestrian, relevant subcategories
were provided. When generating proxy objects, we take
into account the dimension’s distribution of each subcate-
gory. For example, the Car class includes subcategories
like City Car and Passenger Van, which differ in size. This
allows us to create proxy objects with more realistic size
correlations; for instance, longer cars tend to be wider and
taller as well. Since the distribution of these subcategories is
unknown, we uniformly sample a subcategory when gener-
ating proxy objects for the classes Car and Pedestrian. We
then apply a Gaussian distribution based on the mean and
standard deviation of that subcategory’s dimensions. For
classes without identified subcategories, we use the over-
all mean and standard deviation for the entire class. It is
important to note that this subcategory distinction is used
exclusively for proxy object generation for the classes Car
and Pedestrian. In all other parts of our method, we use the
overall distribution of the class, applying the mean and stan-
dard deviation across the entire class when the subcategory
is unknown.

Size priors from the validation set. An alternative to ex-
tracting the size priors statistics from the internet would
have been to get them from the validation set. In Table 2,
we present the results of this study which shows that using
the statistics from the validation set lower the performances
for the class Car on KITTI since the diversity of the subcat-
egories offer better realism between dimensions when gen-
erating proxy objects.

2. Quality of the object’s depth estimation
In Section 3.1, we use a simple method to examine the frus-
tum point cloud and estimate a 3D center in which insert a
proxy object after removing points belonging to the origi-
nal object. In order to prove that this simple approximation
is acceptable for the purpuse of building a realistic back-
ground before injecting the proxy object we present in Ta-
ble 3 an experiment where

3. Depth-normalized property of our proposed
2D loss

In Section 3.2, we examined the scenario where a pre-
dicted Box3D is shifted from its ground truth by a prede-
termined distance and translate both boxes across different
depth positions. The resulting 3D Intersection over Union
(IoU) error remains constant, as shown in Figure 1a. Con-
versely, the amplitude of the L2D loss varies depending on
the object’s depth in the scene due to 2D projection ef-
fects. Additionally, we observed that when the 2D detec-
tion loss lacks depth normalization, it leads to poor align-
ment with the 3D detection task. We define the alignment
as 1 − |Err2D − IoU3D|, utilizing the 2D losses to mea-
sure the 2D error Err2D. In Figure 1b, it is evident that our
depth-normalized detection loss achieves better alignment
compared to the conventional 2D loss.

4. Effect of pseudo-labeling iteration on all
classes

In Table 4, we present the performance of our method on the
KITTI validation set for all classes following each pseudo-
labeling iteration. The results demonstrate that ALPI grad-
ually improves the quality of generated pseudo-labels. Vi-
sualizations are provided in Figure 2 and Figure 3.
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Statistic Car [1] City car [1] Small car [1] Compact car [1] Familly car [1] Executive car [1] Luxury car [1] Sprorts car [1]
L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H.

Mean 4.35 1.56 1.84 3.07 1.51 1.76 3.07 1.51 1.76 4.22 1.5 1.8 4.19 1.45 2.1 4.79 1.44 1.85 4.99 1.42 1.92 4.31 1.28 1.85
Std 0.55 0.12 0.08 0.72 0.03 0.63 0.11 0.04 0.03 0.08 0.04 0.02 0.85 0.04 0.87 0.05 0.03 0.02 0.07 0.03 0.02 0.22 0.08 0.08

Statistic MPV [1] Small SUV [1] Compact SUV [1] Mid-size SUV [1] Large SUV [1] Pick-up [1] Passenger Van [1] Estate car [1]
L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H.

Mean 4.63 1.48 1.81 4.7 1.76 1.87 3.93 1.53 1.71 4.23 1.56 1.8 4.54 1.63 1.83 4.73 1.68 1.91 5.35 1.83 1.86 4.43 1.84 1.84
Std 0.04 0.03 0.02 0.35 0.17 0.07 0.16 0.04 0.06 0.03 0.04 0.01 0.03 0.03 0.02 0.02 0.09 0.04 0.12 0.04 0.03 0.05 0.03 0.02

Statistic Pedestrian [7] Pedestrian adult [7] Pedestrian kid [7] Cyclist/Bike/Motor [6] Bus [4] Trailer [5] T.C. [2] Barrier [3]
L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H. L. W. H.

Mean 0.70 0.70 1.62 0.70 0.70 1.73 0.70 0.70 1.52 1.8 0.64 1.73 15.75 3.6 2.5 6 2 2 0.7 0.5 0.5 1.5 0.6 0.4
Std 0.2 0.2 0.06 0.2 0.2 0.09 0.2 0.2 0.05 0.2 0.2 0.09 0.2 0.2 0.2 1.5 0.2 0.2 0.2 0.2 0.2 0.2 0.2 0.2

Table 1. Mean and standard deviation of size dimensions (height, width, length) for all classes according to their class name in the datasets
KITTI and nuScenes. The two upper tables are used for the class Car. Pedestrian adult and Pedestrian kid are used for the class Pedestrian.
When diverse data is not available to compute a standard deviation, we used a fill value of 0.2.

(a) Loss values (b) Alignment between 2D and 3D detection

Figure 1. When employing the usual smooth L1 (L2D), a constant 3D IoU error across depth does not translate to a constant 2D loss which
causes a poor alignment between 2D/3D detection across different depths. However, with our L2D

norm, the depth-independence property is
better respected, bringing the alignment closer to the unavailable perfect loss L∗.

Size prior source easy mod. hard

Val set 90.01 78.78 73.34
Internet 90.48 79.43 75.81

Table 2. 3D object detection mAP (%) on KITTI val set, with size
priors extracted from the validation set and the internet.

Background extraction method easy mod. hard

Ground truth 90.59 79.64 75.83
Our estimation 90.48 79.43 75.81

Table 3. 3D object detection mAP (%) on KITTI val set, with size
priors extracted from the validation set and the internet.
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Car (IoU=0.7) Ped. (IoU=0.5) Cyclist (IoU=0.5)Successive steps
Easy Mod. Hard Easy Mod. Hard Easy Mod. Hard

ALPI

Iteration 0 68.94 64.8 56.73 54.58 49.31 45.83 51.94 45.16 45.55
Iteration 1 87.10 76.49 74.67 56.65 50.78 50.91 57.24 56.15 51.01
Iteration 2 87.84 77.12 76.48 56.34 51.3 50.37 68.43 60.09 60.98
Refinement 88.97 77.80 77.48 56.41 51.6 51.12 70.49 61.37 60.91

Table 4. 3D object detection AP (%) on KITTI val set.

2D box annotation FGR Ours - it. 0 Ours - it. 1 Ours - it. 2 Ours - ref.

Figure 2. Comparison of annotations produced by our method and FGR. Predicted 3D boxes are drawn in red while ground truth boxes are
in green. The 2D box annotations used during training are shown in the left. For better visualisation, we color in blue the points belonging
to the object of interest, in grey occluding object and in purple the frustum lines drawn using 2D box annotations.
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Figure 3. Sample predictions of our method. Predicted bounding boxes are drawn in red while ground truth boxes are in green.
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