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In the Appendix, we analyze the runtime and computa-
tional complexity of our method and compare it with state-
of-the-art methods [2, 3, 6, 7, 12] in Section A. Section B
introduces additional component, referred to as coherence
guidance, which can be combined with the proposed method
to enhance the quality of the target image. In section C,
we visualize additional ablation study results. Section D
demonstrates the qualitative results of our method combined
with other pretrained diffusion models other than Stable
Diffusion [8] to highlight the generalizability of the pro-
posed method. Additional qualitative results are provided in
Section E. Finally, we discuss the limitations and potential
social impacts of the proposed method in Section F and G,
respectively.

A. Analysis on computational complexity
In Table 3, we report the runtime and computational com-

plexity of the proposed method and state-of-the-art meth-
ods [2, 3, 6, 7, 12] analyzed on a single NVIDIA A100 GPU.
As shown in the table, our method shows comparable com-
putational cost to prior works. Since the proposed method
shows superior performance compared to prior works, this
demonstrates that our method is a simple but effective ap-
proach.

B. Discussion on coherence guidance
B.1. Revised target generation

Different from previous frameworks [3, 4, 12] that revise
the backward process only, the revised method alternates the
estimation of the source and target latents in the order of
{x̄src

T−t, x̄
tgt
t }t=T−1:0, where x̄src

T−t and x̄tgt
t are source and

target latents obtained from our modified forward and back-
ward processes as shown in Figure 7. Note that, in the case of
t = T , x̄src

0 is equal to xsrc
0 , which is the source image, while

x̄tgt
T is set to xsrc

T , which is given by recursively performing
the deterministic DDIM inversion from the source image.
The two modified processes are denoted by forward with

guidance and backward with guidance. We refer our revised
method to Optimized Inference with Guidance+ (OIG+).
Algorithm 2 summarizes the detailed procedures of the pro-
posed guidances.

B.1.1 Forward with guidance

We revise the forward process in Eq. (1) by addition-
ally optimizing the proposed efficient version of the cycle-
consistency objective Lcycle, eff as described in Section B.3
with respect to the source latent x̄src

T−t as follows:

x̄src
T−t+1 =f̄ fwd

T−t(x̄
src
T−t)

=

√
αT−t+1

αT−t
x̄src
T−t

−
√

1− αT−tγ
′
T−tϵθ(x̄

src
T−t, T − t,ysrc)

−∇x̄src
T−t

λ3Lcycle, eff, (7)

where f̄ fwd
T−t(·) denotes the modified forward process at time

step T − t, γ′
T−t is equal to

√
αT−t+1

αT−t
−
√

1−αT−t+1

1−αT−t
, and

λ3 is a hyperparameter.

B.1.2 Backward with guidance

In the backward with guidance process, we improve the
backward process in Eq. (2) by optimizing both the distance
term Ldist

t and the cycle-consistency objective Lcycle, where
the modified backward process is given by

x̄tgt
t−1 =f̄ bwd

t (x̄tgt
t )

=

√
αt−1

αt
x̄tgt
t −

√
1− αtγtϵθ(x̄

tgt
t , t,ytgt)

−∇x̄tgt
t
(Ldist

t + λ4Lcycle), (8)

where f̄ bwd
t (·) is defined by our modified backward process

at time step t, γt is equal to
√

αt−1

αt
−
√

1−αt−1

1−αt
, and λ4 is

1



Table 3. Runtime and computational complexity analysis of DiffEdit [3], Plug-and-Play [12] Pix2Pix-Zero [7], Null-text inversion [6],
MasaCtrl [2] and the proposed method. Each algorithm is tested on a single NVIDIA A100 GPU. The proposed method achieves comparable
runtime and memory consumption compared to prior works, while outperforming prior works.

Method DiffEdit Plug-and-Play Pix2Pix-Zero Null-text inversion MasaCtrl OIG (Ours)

time/image (s) 18.24 19.78 30.53 105.80 16.08 37.89
GPU Memory (GB) 4.188 4.103 11.975 10.110 10.68 8.363

…

…

Figure 7. Overview of the revised method about the forward guidance and backward guidance.

Algorithm 2 Text-Driven Image Editing based on Forward
and Backward Guidances

Inputs: A source image xsrc
0 , a source prompt ysrc, a

target prompt ytgt

for t← 0, · · · , T − 1 do
Compute xsrc

t+1 using Eq. (1)
end for
x̄tgt
T ← xsrc

T and x̄src
0 ← xsrc

0

for t← T, · · · , 1 do
Calculate Lcycle, eff using Eq. (13)

Compute γ′
T−t ←

√
αT−t+1

αT−t
−
√

1−αT−t+1

1−αT−t

Calculate x̄src
T−t+1 using Eq. (7)

▷ Forward with guidance

Calculate x̂0(x̄
tgt
t , t,ytgt) using Eq. (5)

Calculate Ldist
t using Eq. (6)

Compute Lcycle using Eq. (9)

Compute γt ←
√

αt−1

αt
−
√

1−αt−1

1−αt

Compute x̄tgt
t−1 using Eq. (8)

▷ Backward with guidance
end for
xtgt
0 ← x̄tgt

0

Output: A target image xtgt
0

a hyperparameter. Ldist
t is the distance objective defined in

Eq. (6) of Section 3.4. We will discuss Lcycle in Section B.2.

B.2. Coherence guidance via cycle-consistency

The simple DDIM translation, recursively using the back-
ward process defined in Eq. (2) from the final target latent

xtgt
T , guarantees the cycle-consistency property as verified

by [11]. In other words, after converting the source domain
image xsrc

0 into xtgt
0 in the target domain and then transform-

ing xtgt
0 back to the source domain image denoted by x̂src

0 ,
the equality xsrc

0 = x̂src
0 holds.

Although the simple DDIM translation guarantees the
cycle-consistency, the property fails to hold in OIG because
the generation process is modified by incorporating the rep-
resentation guidance. Hence, we add an objective to enforce
the cycle-consistency to further enhance translation results.
As described in CycleGAN [13], the cycle-consistency term
is defined as ∥xsrc

0 − h(g(xsrc
0 ))∥2,2 in principle, where g(·)

is the image-to-image translation operation from the source
domain to the target domain, and vise versa for h(·). How-
ever, with the assumption that g(·) and h(·) are invertible,
we alternatively optimize the following cycle-consistency
objective, which is given by

Lcycle := ∥x̄tgt
0,f − x̄tgt

0,b∥2,2, (9)

where we denote x̄tgt
0,f by h−1(xsrc

0 ) and x̄tgt
0,b by g(xsrc

0 ).
The definition of h−1(·) and g(·) are given by

x̄tgt
0,f = h−1(xsrc

0 ) = F bwd(F̄ fwd(xsrc
0 ))

x̄tgt
0,b = g(xsrc

0 ) = F̄ bwd(F fwd(xsrc
0 )), (10)

where the auxiliary functions are defined as

F fwd(·) = f fwd
T−1 ◦ f fwd

T−2 · · · ◦ f fwd
0 (·),

F bwd(·) = f bwd
1 ◦ f bwd

2 · · · ◦ f bwd
T (·)

F̄ fwd(·) = f̄ fwd
T−1 ◦ f̄ fwd

T−2 · · · ◦ f̄ fwd
0 (·)

F̄ bwd(·) = f̄ bwd
1 ◦ f̄ bwd

2 · · · ◦ f̄ bwd
T (·).
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Figure 8. Qualitative results of coherence guidance on the data from LAION-5B dataset [9] and synthetic images using the pretrained Stable
Diffusion [8]. Coherence guidance effectively modifies the details of the target image when combined with OIG.

Estimation of x̄tgt
0,f Using the equivalent ordinary differen-

tial equation of the simple DDIM forward process in Eq (1),
we first approximate x̄tgt

T,f which is equal to x̄src
T as

x̄tgt
T,f = x̄src

T ≈
√

αT

αt0

x̄src
t0

+

(
√
1− αT −

√
αT (1− αt0)

αt0

)
ϵθ(x̄

src
t0 , t0,y

src), (11)

where t0 is an intermediate time step. Although the ap-
proximation incurs discretization errors due to the one-step
estimation of x̄src

T from x̄src
t0 , we empirically observe that

the proposed method achieves remarkable performance as
demonstrated in Section B.4. When we estimate x̄tgt

t−1 from
x̄tgt
t during the backward with guidance, x̄tgt

T,f is derived
from Eq. (11) by plugging T − t+ 1 into t0. Finally, x̄tgt

0,f

is obtained by F bwd(x̄tgt
T,f ), where F bwd(·) performs T steps

of the recursive backward process in Eq. (2).

Estimation of x̄tgt
0,b To reduce the computational costs for

the estimation of x̄tgt
0,b from x̄tgt

t , we approximate x̄tgt
0,b using

the Tweedie’s formula [10] in Eq. (5) as

x̄tgt
0,b ≈ x̂0(x̄

tgt
t , t,ytgt). (12)

We eventually calculate Lcycle by plugging x̄tgt
0,f and x̄tgt

0,b into
Eq. (9).

B.3. Efficient coherence guidance

In the case of the forward with guidance, computing the
gradient of Lcycle in Eq. (9) with respect to the source la-
tent x̄src

T−t, denoted as∇x̄src
T−t
Lcycle, is memory-intensive and

time-consuming since it involves multiple times of back-
propagation through the noise prediction network. To tackle
this issue, we alternatively derive the following efficient ver-
sion of the cycle-consistency objective that matches the final
target latents instead of the target images as

Lcycle, eff := ∥x̄tgt
T,f − x̄tgt

T,b∥2,2. (13)

In the above equation, x̄tgt
T,f is obtained based on a sin-

gle forward propagation of the noise prediction network
from Eq. (11) by setting t0 = T − t. We obtain x̄tgt

T,b

from F fwd(x̄tgt
0,b), where x̄tgt

0,b is estimated using Eq. (12)
and F fwd(·) recursively applies the DDIM inversion process
in Eq. (1) for T times.

Therefore, we can compute the gradient of Lcycle, eff with
respect to x̄src

T−t just by performing a single backpropagation
through the noise prediction network.



B.4. Qualitative results of OIG+

We visualize the effect of coherence guidance in Figure 8.
As shown in the Figure, OIG+ enhances the fine details
of the target image generated by OIG, such as reducing
high-frequency noise or facilitating the alignment of small
structural elements.

C. Additional ablation study
We report additional ablation study results of the proposed

method in Figure 9. We emphasize that the triplet-based
distance term in Eq. (6) enhances the fidelity of the target
image and preserves the overall structure well compared to
the naïve distance objective in Eq. (4).

D. Additional results using other pretrained
diffusion models

To demonstrate that the proposed method generalizes
well to other pretrained models, we generated target images
using our method with pretrained Distilled Stable Diffusion1

and Latent Diffusion Model (LDM) [8]. Note that Distilled
Stable Diffusion is a lightweight model that has been trained
by reducing the parameters of the denoising U-Net. Also,
the pipeline of LDM is similar to Stable Diffusion, however
the resolution of training data for LDM differ from those of
Stable Diffusion.

As visualized in Figure 10 and 11, the proposed method
shows superior performance when combined with Distilled
Stable Diffusion and LDM, which demonstrates that our
method can generalize well.

E. Additional qualitative results
We present additional qualitative results of OIG in Fig-

ure 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, and 24 to
compare with state-of-the-art methods [1–3, 6, 7, 12] on real
images sampled from the LAION-5B dataset [9] using the
pretrained Stable Diffusion [8]. As visualized in the fig-
ures, OIG achieves outstanding results while the previous
methods often fail to preserve the structure or background
of the source images. Figure 25 also verify the effectiveness
of OIG on the synthesized images given by the pretrained
Stable Diffusion.

F. Limitations
We visualize the failure cases of our method in Figure 12.

These failure cases can be addressed by using OIG+, which
combines representation guidance and coherence guidance.
OIG+ effectively removes the artifacts and resolves incon-
sistencies in the target image, thereby improving the editing
performance of the proposed method.

1https : / / huggingface . co / docs / diffusers / en /
using-diffusers/distilled_sd

In addition, since the DDIM inference process some-
times does not completely reconstruct the original image,
our method can struggle to preserve the information about
the source image and result in suboptimal image-to-image
translation results. Furthermore, the performance of the pro-
posed method is reliant on pretrained text-to-image diffusion
models, which may limit its ability to generate target images
for complex tasks effectively.

G. Social impacts
The proposed method may synthesize undesirable or inap-

propriate images depending on the pretrained text-to-image
generation model [8]. For example, the incompleteness of
the pretrained diffusion model can lead to the generation of
images that violate ethical regulations.

https://huggingface.co/docs/diffusers/en/using-diffusers/distilled_sd
https://huggingface.co/docs/diffusers/en/using-diffusers/distilled_sd
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Figure 9. Qualitative results of our component on the data from LAION-5B dataset [9] and synthetic images using the pretrained Stable
Diffusion [8]. Representation guidance significantly improves the details of the target image, such as correcting the structural inconsistencies
between source and target images, preserving the structure of foreground region, and enhancing the fidelity.
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Figure 10. Qualitative results of the proposed method combined with Distilled Stable Diffusion on real images (1st - 4th row) sampled from
the LAION-5B dataset [9] and synthetic images (5th row) given by the pretrained Distilled Stable Diffusion.
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Figure 11. Qualitative results of the proposed method combined with LDM [8] on synthetic images given by the pretrained LDM.
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Figure 12. Failure cases of the proposed method on real images sampled from the LAION 5B dataset [9] (1st row) and CelebA-HQ
dataset [5] (2nd row). Provided failure samples can be addressed by utilizing OIG+.
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Figure 13. Additional qualitative results of the proposed method, DiffEdit [3], Plug-and-Play [12], and Pix2Pix-Zero [7] using the pretrained
Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the cat → dog task.
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Figure 14. Additional qualitative results of the proposed method, Null-text inversion [6], MasaCtrl [2], and InstructPix2Pix [1] using the
pretrained Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the cat → dog task.
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Figure 15. Additional qualitative results of the proposed method, DiffEdit [3], Plug-and-Play [12], and Pix2Pix-Zero [7] using the pretrained
Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the dog → cat task.
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Figure 16. Additional qualitative results of the proposed method, Null-text inversion [6], MasaCtrl [2], and InstructPix2Pix [1] using the
pretrained Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the dog → cat task.
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Figure 17. Additional qualitative results of the proposed method, DiffEdit [3], Plug-and-Play [12], and Pix2Pix-Zero [7] using the pretrained
Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the dog → crochet dog task.
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Figure 18. Additional qualitative results of the proposed method, Null-text inversion [6], MasaCtrl [2], and InstructPix2Pix [1] using the
pretrained Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the dog → crochet dog task.
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Figure 19. Additional qualitative results of the proposed method, DiffEdit [3], Plug-and-Play [12], and Pix2Pix-Zero [7] using the pretrained
Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the horse → zebra task.
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Figure 20. Additional qualitative results of the proposed method, Null-text inversion [6], MasaCtrl [2], and InstructPix2Pix [1] using the
pretrained Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the horse → zebra task.
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Figure 21. Additional qualitative results of the proposed method, DiffEdit [3], Plug-and-Play [12], and Pix2Pix-Zero [7] using the pretrained
Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the zebra → horse task.
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Figure 22. Additional qualitative results of the proposed method, Null-text inversion [6], MasaCtrl [2], and InstructPix2Pix [1] using the
pretrained Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the zebra → horse task.
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Figure 23. Additional qualitative results of the proposed method, DiffEdit [3], Plug-and-Play [12], and Pix2Pix-Zero [7] using the pretrained
Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the drawing → oil painting task.
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Figure 24. Additional qualitative results of the proposed method, Null-text inversion [6], MasaCtrl [2], and InstructPix2Pix [1] using the
pretrained Stable Diffusion [8] and real images sampled from the LAION 5B dataset [9] on the drawing → oil painting task.
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Figure 25. Qualitative results of the proposed method on synthetic images given by the pretrained Stable Diffusion [8].
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