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A. Pseudocode of Pseudo-Label Relaxed loss

Algorithm 1 provides the pseudocode of our proposed
PLR loss. For a mini-batch of samples x, we first calculate
their model prediction probabilities using the first network.
Based on the predicted probabilities, we then determine if
there are overlapping topκ predictions denoted as conflicts
and use it to identify feasible negative samples. The reli-
able negative set Ni for each sample is built in the form
of a contrastive mask, indicating which pairs are negative,
positive, or neglected when conducting CRL. Finally, we
transform the samples x into two strong augmented views,
which are then utilized to train a contrastive loss (using the
mask to identify the positive and reliable negative pairs) on
the other network.

B. Training Details

CIFAR-10/100 We use the PreAct ResNet-18 [3] net-
work on CIFAR 10/100 and train it using an SGD optimizer
with a weight decay of 5e-4, a momentum of 0.9, and a
batch size of 64. We choose λU from {0, 25, 50, 150} fol-
lowing the previous work [4], although experiments show
that our method is not sensitive to this parameter. We set
the initial learning rate to 0.02 and reduce it by a factor of
10 after 200 epochs. The warmup period is 10 for CIFAR-
10 and 15 for CIFAR-100. We use the Flat version of the
proposed PLR loss on these two datasets. To avoid conflict
early and gain robust representation later, we reduce κ from
3 to 2 to 1 at the epochs of 40 and 70. We empirically set
τ1 = 0.5 for X , especially when the label noise is asym-
metric; otherwise, set τ1 = 1/C.

Tiny-ImageNet We train a PreAct ResNet 18 [3] net-
work with an SGD optimizer and a batch size of 128. We
set the initial learning rate to 0.01 and reduce it by a factor
of 10 after 200 epochs. λU is chosen from {0, 25, 50, 150}
and β is 0.5. We use the Flat version of the proposed PLR
loss on this dataset, and κ is reduced at the epochs of 40 and
70.

Clothing1M We train a ResNet50 network with weights
pre-trained on ImageNet [2] for 80 epochs with a learning
rate of 5e-3, a weight decay of 1e-3, and a batch size of 64.
We use λU = 0 and β = 0.5 on the Clothing1M dataset.
The network is trained for 100 epochs with a warmup pe-
riod of 1 epoch. We reduce κ at the epochs of 15 and 30. We
fix the backbone parameters and use strong augmented sam-
ples to warmup the classification and projection heads. The
learning rate is reduced by a factor of 10 after 40 epochs.

We list hyperparameters used in our method for vari-
ous datasets in Tab. 1 and Tab. 2. To maintain simplic-
ity, we keep most of the hyperparameters consistent across
all datasets. Additionally, to facilitate comparison with Di-
videMix [4], we also maintain consistency with most of the
hyperparameters used in their approach. It is noteworthy
that our PLR loss is insensitive to the hyperparameter κ, as
is further discussed in the paper. We didn’t carefully tune
it and empirically set it to dynamically decrease for full uti-
lization of negative pairs.

WebVision We train an InceptionResnet V2 [6] from
scratch with a learning rate of 0.015, a weight decay of 5e-
4, a batch size of 96, and a warmup of 2 epochs. We set
λU = 0 and β = 0.5, and reduce κ at the epochs of 15 and
30.

Multi-crop Strategy Multi-crop strategy [1] is an ef-
ficient augmentation method used in CRL. Images are
cropped into multiple smaller views of varying sizes, which
can be viewed as positive pairs in CRL. This strategy in-
creases the diversity of positive pairs without incurring sig-
nificant additional computational costs. In the WebVision
dataset, we resize the images to a size of 320, then ran-
domly crop and resize them into two large views with a size
of 224 and six small views with a size of 128.
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Algorithm 1 Pseudocode of computing PLR loss in a PyTorch-like style.

# net0, net1: two identical networks with backbone f, classification head g, and projection head h
# PLRLoss: contrastive loss, Eqn.(9), which takes a mask as parameter
# k: hyperparameter kappa in Eqn.(6)

def build_mask(x, y, net):
z = net.g.forward(net.f.forward(x)) # model outputs
indices_k = torch.topk(z, k, dim=1)[1] # top k indices of model outputs

# tops: assign 1 to the top k indices, 0 to the rest
tops = torch.zeros(len(x), C)
tops = torch.scatter(tops, 1, indices_k, 1)
tops = torch.scatter(tops, 1, y.unsqueeze(1), 1) # append labels to top k
# intersection, Eqn.(8), where ‘conflicts’ equals 0 are feasible negative pairs
conflicts = torch.matmul(tops, tops.t())

# contrastive mask, where negative pairs are -1, positive pairs are 1, neglect pairs are 0
mask = torch.where(conflicts == 0, -1, 0)
mask = torch.where(eye(len(x)) == 1, 1, mask)
return mask

for (x, y) in loader: # load a minibatch of samples and labels
mask = build_mask(x, y, net0) # get mask from one network

x1 = aug(x) # random strong augmentation
x2 = aug(x) # another strong augmentation

# train the other network
f1 = net1.h.forward(net1.f.forward(x1))
f2 = net1.h.forward(net1.f.forward(x2))

f = torch.cat([f1.unsqueeze(1), f2.unsqueeze(1)], dim=1)
plr_loss = InfoNCELoss()(f, mask=mask)

# if other losses exist, sum all losses up, then backward and update
plr_loss.backward()
update(net1.params) # train the other network

Table 1. Hyperparameter settings of our proposed method on different datasets.

Hyperparameters CIFAR-10 CIFAR-100 Tiny-ImageNet Clothing1M WebVision

Initial Learning Rate 0.02 0.02 0.01 0.004 0.015

Momentum 0.9

Weight Decay 0.0005 0.0005 0.0005 0.001 0.0005

Batch Size 128 128 256 64 96

Epochs 400 400 400 80 150

warmup epochs 10 15 10 1 2

β 4 4 0.5 0.5 0.5

λi 1

T 0.5

α 0.5

τ 1

τs 0.1



Table 2. The value of hyperparameter λU on different datasets, following previous work [4].

Hyperparameter Dataset
Noise Ratio r

Sym Asym

0 20% 50% 80% 90% 40% / 45%

λU

CIFAR-10 - 0 25 25 50 0

CIFAR-100 - 25 150 150 150 0

Tiny-ImageNet 0 30 200 300 - 0

Clothing1M 0

WebVision 0

(a) Sym 20% (b) Sym 50%

(c) Sym 80% (d) Sym 90%

Figure 1. T-SNE visualizations of features and prototypes. The subplots show class distributions after training networks for 400 epochs
on the CIFAR-10 dataset with various noise ratios: (a) 20% symmetric, (b) 50% symmetric, (c) 80% symmetric, (d) 90% symmetric. Our
proposed method effectively learns robust representations and class prototypes even with high noise ratios.
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Figure 2. Visualization of images and labels in CIFAR-10 dataset with 90% label noise. For each class, we select and show those images
with top-5 largest cosine similarity features to the prototypes. Most of the image features are correctly assigned to the correct class, which
demonstrates the effectiveness of our proposed PLR loss.

Table 3. Training time (hours) on CIFAR-10 dataset with 80% symmetric noise on RTX 4090

DivideMix C2D ScanMix PLReMix (Ours)

3.4h 4.5h+3.4h 4.5h+0.4h+6.5h 6.0h

C. Visualization

In Fig. 1, we use t-SNE [7] to visualize the features of
training images for different noise modes and ratios. We
randomly select 5% of samples from each class. Circles
represent the features q and stars represent the class proto-
types P . It can be seen that the feature embeddings form
distinct clusters based on their latent ground truth labels
rather than the given noisy labels, which demonstrates the
robustness of the proposed method.

In Fig. 2, we visualize the images that have the top-5
largest cosine similarity features to the prototypes of each
class on the CIFAR-10 dataset with 90% symmetric noise.
Corresponding ground truth labels and given noisy labels
are listed above each image. If the noisy label differs from
the latent ground truth, it is colored in red; otherwise in
green. We use a ✓ to indicate that an image has been cor-
rectly assigned to its corresponding cluster and × if not. As

can be seen, most images have been assigned to its ground
truth cluster, which shows the effectiveness of our method.

D. Training Time Analysis
In Tab. 3, we compare the training time of our proposed

PLReMix framework with several methods on CIFAR-10
with 80% symmetric noise, using a single RTX 4090 GPU.
Our PLReMix is slower than DivideMix [4] as an auxiliary
PLR loss is added, but is faster than C2D [8] and Scan-
Mix [5], both of which utilize a SimCLR pre-trained model
weights.
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