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1. Videos

We includes 6 samples with various identities in the sup-
plemental. It shows a comparison with other Gaussian
splatting methods on the FaceScape dataset with 4-image
inputs. We show an extrapolation from center to approxi-
mately 30 degree to the top left or top right. Figure 2 shows
a qualitative comparison from two examples. 3DGS and
Mip-Splatting generates floaters and spikes when the an-
gle is large. FSGS generates overly smooth results and has
lighting problems. Our method produces the most visually
pleasing results with the fewest artifacts.

2. Comparison with GaussianAvatar

GaussianAvatar [3] is designed for animation (rather
than static reconstruction) and with far more views (16
views rather than 3-5 views). It relies on pre-determined
3DMM parameters and only finetunes expression and pose.
However, GaussianAvatar attaches Gaussians on the mesh
triangles which is similar to our proposed non-rigid align-
ment. Therefore, we believe it’s interesting to compare.
GaussianAvatar regularizes position with a point-to-triangle
distance that only uses the splat center, and regularizes co-
variance with a simple preference for smaller scale splats.
This simpler loss works when many views are available, but
breaks down with fewer views. Fig 1 provides a direct com-
parison to their provided implementation using NeRSemble
data from their paper, restricted to 4 views. Our method
produces results with fewer artifacts.

3. Comparison with NeRF

Due to limited space in the main text, we showed only
a comparison with other Gaussian Splatting methods. The
NeRF family of techniques is closely related, so we pro-
vide here a comparison with the state-of-the-art 3D human
face NeRF method, DINER [2]. This method was chosen
because it’s the most recent openly available method and
specifically works well on 3D faces with only 4-image in-
puts. The authors reports higher performance than other
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Figure 1. A qualitative comparison of novel view synthesis to
Gaussian Avatars with 4-view input.

few-view NeRF methods [1,5]. Figure 3 shows a qualitative
comparison between our method and DINER. Our method
produce results with more high-frequency details and fewer
artifacts.
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Figure 2. Sample video frame
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Figure 3. Qualitative comparison between our method and DINER on FaceScape dataset. The selected test view is close to the training
views. Our method produce results with more high-frequency details and fewer artifacts.
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Figure 4. Qualitative comparison on novel view synthesis with different viewpoints. For each individual, a test view that is close to the
training views is shown in the top row, and a test view further from the training images is shown in the bottom row. Our method produce
results with fewer artifacts than the comparison methods.

4. Comparison with different viewpoints

Figure 4 shows an evaluation on both a near and far test
viewpoint. In the first row of each individual, we show
a test view near to one of the training views. 3DGS and
Mip-splatting tend to produce noisy results, whereas FSGS
often yields overly smoothed outcomes. In contrast, our
method succeeds in capturing high-frequency details with
minimal artifacts. In the second row for each test subject,
we show an example which is far from the training views.
Extrapolation of viewpoint far away from training views is
very challenging and we do not expect perfect results from
any method. 3DGS and Mip-Splatting produce noisy re-
sults and exhibit floating splats due to the lack of geometric
constraints. These floating splats are most visible in profile
views since they lie obviously away from the face. FSGS
results in mismatched colors and poor geometry. While our
method also contains artifacts, it yields the most visually
appealing novel view synthesis.

5. Comparison with FlashAvatar

FlashAvatar [4] is a method that uses a monocular video
sequence during optimization. The results in that paper
show animation from the same viewpoint as the training
video. It is perhaps unfair to analyze the method on a scene-
rio it was not designed for. Nevertheless, in order to see if
monocular input generalizes to novel viewpoints we include
an example video while rotating the viewpoint. Figure 5
shows one frame of this video. Notice that rendering qual-
ity is significantly degraded when the viewpoint is changed.

6. Sensitivity Analysis of N

When sampling each Gaussian Splat to compute the
SplatToSurface loss, the number of samples per iteration,
N, has only a mild effect on visual quality. The samples
are randomly chosen in each iteration, so each Gaussian is
sampled thousands of times over the course of optimiza-



Figure 5. Monocular methods like FlashAvatar are not designed
for novel view synthesis and thus perform poorly when rendering
viewpoint is changed.

Figure 6. A sensitivity analysis of the effect of modifying the num-
ber of samples, N, used when sampling a Gaussian Splat reveals
that the number of samples has only a mild effect on visual quality.

Figure 7. A sensitivity analysis of the effect λs2s, the parame-
ter controlling the relative contribution of different loss terms. A
relatively wide range of values produce adequate performance.

tion. Figure 6 shows a comparison on N=1,2,4,6, and lists
optimization time in minutes, as well as four image quality
metrics (L1, SSIM, PSNR, LPIPS). Notice that increased
samples has little effect. All experiments in this paper were
conducted with N=2.

7. Sensitivity Analysis of λs2s

The relative weight of multiple loss terms in our method
are controlled by the parameter λs2s. Figure 7 shows multi-
ple settings of this parameter and the effect on several mea-
sures of image quality. A relatively wide range of values are
acceptable. All experiments in this paper use λ=1000.
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