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1. Overview

We aimed to investigate the effectiveness of VLMs for
understanding persuasive advertisement. Concretely, we
hypothesized that understanding atypicality can aid under-
standing advertisements. Hence, we first compared state-
of-the-art VLMs on three novel atypicality understanding
tasks: (1) Multi-label Atypicality Classification (MAC), (2)
Atypicality Statement Retrieval (ASR), and (3) Atypicality
Object Recognition (AOR). Table 1 compares the perfor-
mance of VLMs with our proposed strategies on the MAC
task, offering a more comprehensive evaluation of metrics
than Table 1 in the main paper. Table 2 summarizes the re-
sults on the small-set for the AOR task. Full-set results on
ASR and AOR tasks can be found in Table 1 and Table 2 of
the main paper.

Secondly, to evaluate the impact of atypicality in ad
understanding and analyze VLMs’ reasoning ability about
atypicality, we proposed a novel atypicality-aware verbal-
ization method. We compared our method with VLMs and
verbalization baselines (i.e. V + T ). Table 5 compares
various methods of constructing atypicality-aware verbal-
ization, including concatenation and LLM-based combi-
nations, when used with CLIP. We also benchmark these
against the CLIP (I) baseline and a related zero-shot for
KAFA (CLIP (I + T )). Full-set results on ARR are in Ta-
ble 3 in the main paper. Table 6 ablate different types of
verbalization and shows effectiveness of each component in
our proposed verbalization method, which is discussed in
Sec.2.2 and Sec.5.3 in the main paper. Table 7 shows the
evaluation of the our method’s generalization to the typical
images. In Table 8, we evaluated LLaVA and our method on
WHOOPS! [2]. We further provide analysis for the valida-
tion of the generated semantically hard negatives by GPT-4
in Sec. 2.2 (analysis are in text). An example of our full
pipeline for multi action-reason retrieval tasks is demon-
strated in Fig. 4.

Figs. 1 and 3 visualize examples of semantically hard
negatives and a comparison between the predictions of our
proposed method and LLaVA, respectively. Finally, the

Model Verb. AUC-ROC AUC-PR Subset-Acc
✓ × ✓ × ✓ ×

LLaVA - 50.16 50.12 35.81 30.46 0.94 2.83
InsturctBLIP - 50.13 50.03 35.81 30.44 0.51 1.54

Vicuna
T + V 50.63 50.31 36.03 30.53 3.51 6.68
IN 52.26 52.25 36.84 31.50 4.28 7.88
UH 52.03 52.26 36.64 31.40 5.22 10.70

GPT-3.5
T + V 52.40 51.83 37.01 31.34 10.10 24.32
IN 53.28 52.71 37.69 32.13 4.20 9.08
UH 54.36 54.64 38.34 33.17 7.62 20.89

GPT 4
T + V 51.10 50.91 36.34 30.94 1.71 3.68
IN 54.13 53.88 38.46 33.16 4.79 9.85
UH 55.51 56.00 39.32 34.41 11.22 28.00

Table 1. Multi-label atypicality classification on Full-set. ✓/×
denotes performance with/without No Atypicality (NA) class.
Bolded numbers indicate best-performing strategy per LLM.

Model Avg. similarity % of scores
score > 0.7 > 0.6 > 0.5

BLIP2 [9] 0.45 8.13 19.11 36.59
InstructBLIP [6] 0.47 10.57 23.58 43.90
MiniGPT4 [13] 0.52 15.45 31.71 56.50
LLaVA [11] 0.60 29.79 56.17 69.36
GPT-4V [1] 0.67 46.94 61.63 77.14

Table 2. Atypical Object Recognition (AOR) on Small-set. MP-
Net sentence similarity scores and score thresholds are reported.

prompts utilized in this study are detailed in Sec. 3.

2. Results
2.1. Atypicality Understanding Results

Multi-label Atypicality Classification and Atypicality
Statement Retrieval. Table 1 presents additional evalu-
ation metrics (i.e., AUC-ROC, AUC-PR, and Subset-Acc)
compared to the main paper’s table. We observe that UH
consistently outperforms all other strategies in AUC-ROC
when excluding NA (denoted as ×). Similarly, in most
LLMs, UH surpasses both IN and V + T , showcasing
the effectiveness of UH in highlighting the unusualness of
the image to facilitate understanding of atypicality. A sig-
nificant difference is observed between the performance of
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Classifier Verb. Precision@k
k=1 k=2 k=3 avg

LLaVA I 59.67 38.27 26.06 41.33
I (CoT ) 66.53 42.24 28.29 45.68

Vicuna TV + ŝIN (Ours) 71.77 46.77 31.59 50.04

GPT-4 TV + ŝIN (Ours) 96.77 87.77 73.65 86.06
TV + ŝIN (CoT ) 95.97 86.29 72.17 84.81

Table 3. Chain-of-thought prompting for ARR on Small-set

Classifier Verb. Precision@k
k=1 k=2 k=3 avg

LLaVA 1.6 I 74.79 52.00 35.73 54.17
Vicuna TV (Ours) 86.40 62.40 43.19 63.99
InternVL2-8B I 91.12 75.40 55.64 74.05
InternLM TV (Ours) 93.60 78.20 57.20 76.33

Table 4. Additional VLMs for ARR on Small-set. InternLM is
‘InternLM2-5-7b-chat’.

LLMs on UH and VLMs on subset-acc. Subset-acc is a
challenging metric where a prediction is considered correct
only if it can successfully identify all atypicalities of the im-
age. For instance, UH on GPT-4 achieves 28% accuracy,
improving LLaVA and InstructBLIP by 25.17 and 26.46
percent, respectively. This underscores the limitations of
VLMs in directly recognizing atypicality.

Atypical Object Retrieval. Table 2 compares current
state-of-the-art VLMs on the Atypical Object Recognition
(AOR) task. GPT-4V achieves the avg. similarity score
of 0.67 between generated statement ŝ = (a+, ôp, ôs) and
ground-truth statement s = (a+, o+p, o+s) with 46.94% of
the scores above 0.7. This is significantly higher than public
LLMs, led by LLaVA, where only 29.79 scores are higher
than 0.7. While these results show that GPT-4V is more
powerful than public VLMs, it is still limited in accurately
recognizing the first/second objects and the atypical rela-
tionship among them.

2.2. Action-Reason Retrieval Results

Comparison against Chain-of-Thought. Table 3 com-
pares our proposed atypicality-aware verbalization against
CoT (‘think step-by-step’) in [8]. While CoT reasoning
yields marginal improvements in LLaVA due to the multi-
step nature of the problem, it still falls short when compared
to our approach, with significant differences of 4.36 in Vi-
cuna and 40.38 in GPT-4.

We also observed that applying CoT on top of our
method in GPT -4 results in lower performance. This hap-
pens because our approach already includes a form of im-
plicit reasoning similar to CoT. Adding explicit CoT reason-
ing creates redundancy, which complicates the reasoning
process and may introduce unnecessary steps. This over-
lap leads to the performance drop, as the extra reasoning
adds complexity without improving results.

Comparison against more VLMs In Tab. 4, we com-
pare our method with two state-of-the-art VLMs: LLaVA
1.6 [10] and InternVL2-8B [4]. We utilized the lan-

Classifier Precision@k Top-k Acc
k=1 k=2 k=3 k=1 k=2 k=3

CLIP(I) 61.04 33.86 22.66 23.72 44.61 61.04
CLIP (I + T ) 46.15 24.36 16.24 15.15 31.25 46.15
CLIP (I + T + V ) (Ours) 70.46 39.17 26.11 29.79 53.08 70.46
CLIP (I + T + V + IN + UH) (Ours) 72.35 41.05 27.40 32.11 54.37 72.35
CLIP (I + TV ) (Ours) 63.53 34.25 22.83 24.14 45.38 63.53

Table 5. Evaluation of CLIP-based models on Full-set. Bolded
numbers indicate the best performing model.

Multi Single
Classifier Verb. Precision@k Top-k Acc

k=1 k=2 k=3 k=1 k=2 Avg Acc

Vicuna
V + T 64.11 41.53 27.69 24.19 45.56 34.62 44.35
IN 64.92 43.55 29.17 24.60 43.55 41.16 45.56
UH 60.89 38.71 25.94 20.97 40.32 37.37 37.90

V + T + IN + UH 69.35 45.33 30.88 23.80 45.21 42.91 48.39

Ours (Vicuna) TV \ UH 69.35 44.35 29.57 22.98 45.56 42.36 48.39
TV 71.37 46.77 31.45 23.39 45.16 43.63 46.37

TV + ŝIN 71.77 46.77 31.59 23.79 46.77 44.14 48.79

GPT-3.5

V + T 85.43 59.51 40.62 46.56 68.02 60.02 72.46
IN 89.07 64.78 45.48 65.99 79.76 69.01 77.41
UH 84.62 58.91 40.89 52.63 70.45 61.10 76.61

V + T + IN + UH 90.32 64.92 45.43 48.39 74.60 64.73 74.39

Ours (GPT-3.5) TV \ UH 91.09 66.81 46.55 62.75 78.94 69.23 78.54
TV 91.90 67.61 46.96 63.15 79.75 69.87 78.94

TV + ŝIN 91.90 67.20 46.69 65.99 81.78 70.71 72.87

GPT-4

V + T 92.71 84.62 72.47 84.55 89.52 84.77 95.55
IN 89.92 78.23 64.65 77.42 85.08 79.06 93.88
UH 80.41 63.67 50.48 62.04 72.65 64.85 95.08

V + T + IN + UH 96.37 86.49 72.45 72.18 89.11 83.32 96.37

Ours (GPT-4)
TV \ UH 94.34 85.63 73.42 84.62 90.28 85.66 88.21

TV 96.77 87.30 74.60 84.96 91.46 87.01 96.77
TV + ŝIN 96.77 87.77 73.65 87.09 91.54 87.36 96.36
TV + ŝTV 97.17 86.99 73.55 85.02 91.50 86.85 96.76

Table 6. ARR on Small-set. Best result per LLM/column is
bolded. ‘Multi’ means we ask the LLM for multiple outputs, ‘Sin-
gle’ for one.

guage models from these models (InternLM [3] against
InternVL2-8B and Vicuna-13B [5] against LLaVA 1.6) to
retrieve correct action-reason statements based on descrip-
tions generated by LLaVA 1.5 and LLaVA 1.6 respectively.
The results show that our approach, using InternLM, out-
performs InternVL2-8B, even when using LLaVA 1.5 ver-
balization, and Vicuna-13B when using LLaVA 1.6 verbal-
ization, outperforms LLaVA 1.6.

CLIP ablation. Table 5 demonstrates different verbal-
ization strategies impact on CLIP zero-shot model. We ob-
serve that in contrast to Table 6 and Table 3 in the main
paper, where the best results are mostly based on TV , sim-
ple concatenation (i.e., U + T + IN + UH) achieves the
best performance on CLIP. This can be due to the more fine-
grained (even noisy) information in T + V + IN + UH .
Therefore, CLIP that has shown to have bag-of-words be-
havior [12] performs better when more information, such as
object names, relations, etc., are explicitly noted. However,
our proposed LLM-based approaches have more reasoning
capabilities. Thus, a less noisy and more unified description
in TV is a more suitable verbalization strategy.



Figure 1. For each correct action-reason statement, we construct
5 different types of hard negatives: (1) Action Alter, (2) Reason
Alter, (3) Object Swap, (4) Statement Alter, and (5) Adjective Al-
ter. Green denotes correct action-reason statements. Red indicates
generated wrong phrases/statements.

Hard Negative Validation. To ensure the quality of the
generated hard negatives using GPT-4, we sampled 100 im-
ages and had 5 human annotators classify each option (op-
tions constitute both ground-truth action-reason statements
and the generated hard negative options using our proposed
method) as negative or positive. Here, ‘positive’ indicates
a correct action-reason statement for the corresponding im-
age. Our observations revealed that 99.28% were marked
as true negatives by the annotators. Specifically, out of a
total of 1669 hard negative action-reason statements gen-
erated by the LLM, only 12 statements were identified as
correct (i.e., positive), while 1657 were marked as incor-
rect (i.e., negative) action-reason statements for the images.
This underscores the effectiveness of our method in gener-
ating valid, high-quality, semantically hard negatives for the
action-reason retrieval task.

Fig. 1 shows different types of hard negatives generated
by GPT-4 for three images.

BLIP-2 Failure. While we reported the performance
of BLIP-2 [9] for the AOR task, it was not effective for
other tasks. For instance, BLIP-2 failed to follow instruc-
tions and produce reasonable output for multi-option/multi-
label tasks like multi-ARR and MAC. For example, in the
multi-ARR task, BLIP-2 erroneously identified all provided
options as correct action-reason statements when only three
correct statements were required. This limitation could be

Classifier Verb. Precision@k
k=1 k=2 k=3

LLaVA [10] I 66.4 42.2 28.3
Vicuna [5] TV (Ours) 71.2 48.6 33.2

Table 7. ARR on Typical images

due to the lack of instruction tuning in the pre-training phase
of the BLIP-2 model compared to more recent models such
as LLaVA [10]. Consequently, we explored InstructBLIP,
an instruction-tuned version of the BLIP-2 model.

Effectiveness of each component in atypicality-aware
verbalization. To further evaluate the effectiveness of dif-
ferent steps in atypicality-aware verbalization on the per-
formance of different LLMs on ARR tasks, we repeated
the experiments on the small set. We used Vicuna, GPT-
3.5, and GPT-4 as the LLMs. As observed in Table 6
TV + ŜIN verbalization performs better, with all the LLMs.
V +T+IN+UH includes the atypicality; however, LLaVA
generated descriptions might be noisy. Combining them
and denoising the combination by an LLM improve the per-
formance. Inspired by ASR task, we detect the atypicality
statement for the image using IN description. The results in
Table 6 shows directly adding the detected atypicality state-
ment to the verbalization, rather than keeping it implicit,
further improves performance.

Generalization to typical images PittAd dataset [7] in-
cludes both typical and atypical ad images. The focus of
the experiments in the main paper is on the atypical images
in the dataset. However, to evaluate the generalization of
the proposed atypicality-aware verbalization method to im-
ages without atypicality, we used the typical images in the
dataset. Results in Table 7 show that even in images without
atypicality, our atypicality-aware verbalization outperforms
LLaVA, demonstrating its generalizability.

2.3. Generalization beyond Ads (WHOOPS!)

WHOOPS! [2] generates common sense-defying images
by placing normal objects in an unusual context. Unlike
persuasive ads, WHOOPS! doesn’t include atypical objects
and its unusualness isn’t designed to convey specific mes-
sages. Hence it does not need the further reasoning abil-
ity required in ads to connect the unusualness to the final
message of the image. Despite these differences, we use
WHOOPS! as the closest existing benchmark to test our
atypicality-aware verbalization method beyond ads. Specif-
ically, we focus on Explanation task which involves identi-
fying explanation for why an image is unusual.

Initially, we used 15 random explanations as negative op-
tions, but this is inadequate to effectively evaluate reason-
ing ability of the models. These negatives may be unrelated
to the image’s scene/content, contain objects absent in the



Figure 2. An example of Explanation task in WHOOPS! dataset [2] with easy and hard negative options. Green shows correct option and
Red shows incorrect options.

image, or described irrelevant actions. As a result, mod-
els could easily eliminate these options using basic image
understanding, such as object recognition. For example, in
Fig. 2 (left) a model could simply rule out all options due to
mentioning ‘chess’, ‘babies’, ‘knife’, or ‘swimming pool’
- objects clearly not in the image. Such easy negatives fail
to effectively evaluate models’ reasoning and deeper image
understanding capabilities.

To address this limitation, we employed GPT-4 to gener-
ate more challenging negative options by (1) Random Op-
tions: randomly chosen from the explanation of other im-
ages; (2) Alter Verb: replacing a verb in the correct expla-
nation with another verb and changes the meaning of the
sentence; (3) Alter Object: replacing an effective object in
the correct explanation with an object visually similar to the
original object; (4) Alter Adjective: replacing an adjective
in the correct explanation or add an adjective that changes
the sentence semantically; and (5) Alter Causal: changing
the second half of the correct explanation while keeping the
first half unchanged. Unlike easy negatives, these options
(right column in Fig. 2) are closely related to the image con-
tent, making simple object recognition insufficient. Instead,
these hard negatives demand deeper reasoning and more nu-
anced analysis.

Table 8 shows that LLaVA (i.e. LLaVA outperforms
Vicuna with TV verbalization with easy negatives, while
Vicuna(TV ) have better performance on the Explanation
task with hard negative options. This demonstrates that
our proposed atyipcality-aware verbalization method gen-
eralizes on unusual images beyond ads, especially when
metaphorical reasoning is required to fully interpret the im-
age.

Classifier Verb. Explanation Hard Explanation Easy
LLaVA 18.8 88.0
Vicuna TV 20.4 65.4

Table 8. Explanation results on Whoops dataset. Evaluation
metric for Explanation is accuracy. Explanation Easy indicates
Explanation task with hard negative options generated by GPT-
4 and Explanation Easy indicates Explanation task with negative
options randomly chosen from the explanation of other images.

3. Prompts

Throughout our experimentation, we explored various
prompt strategies for each LLM (i.e., Vicuna and GPT mod-
els). We utilized a fixed prompt for each task that achieved
the best performance for the respective LLM, ensuring ad-
herence to the instructions and output format. It’s important
to note that all methods were implemented using the same
prompt for a given LLM to ensure correctness and fair eval-
uation.

Verbalization prompts. Prompts utilized to verbalize
the image and obtain ‘list of top-5 objects’ (V ), ‘text-scene’
(T ), ‘image description’ (IN ), and ‘unusualness’ (UH) are
depicted in Listing 1, Listing 2, Listing 3, Listing 4, re-
spectively. GPT4-V prompts use the same question without
LLaVA’s specific prompt format (i.e., ‘USER:<image>’
and ‘ASSISTANT:’). Finally, Listing 5 illustrates the
prompt for combining the LLaVA/GPT-4V verbalization to
obtain TV for both GPT-4 and Vicuna.

Atypicality Understanding prompts. Listing 6 and
Listing 7 showcase the Multi-label classification (MAC)
prompt templates for GPT and Vicuna models, respec-
tively. Listing 8 and Listing 9 are Atypical Statement Re-
trieval (ASR) prompt templates for GPT and Vicuna, re-



Figure 3. Examples of output from Ours (i.e., GPT-4 (TV + ŝIN )) and LLaVA in the multi-ARR task. Green/Red denote correct/in-
correct predictions, respectively.

spectively. See Listing 10 for GPT and LLaVA, Listing 11
for MiniGPT4, and Listing 12 for BLIP2 and InstructBLIP,
for examples of the prompts used in the Atypicality Object
Recognition (AOR) task.

Action-Reason Retrieval prompts. Listing 13 and List-
ing 14 exhibits prompt templates for GPT-based language
models for single-ARR and multi-ARR tasks. The corre-
sponding prompts for the Vicuna language model can be
found in Listing 15 and Listing 16 for the single and multi-
tasks, respectively.

Listing 1. LLaVA’s prompt for list of top-5 objects V

1 USER:
2 <image>
3 What are the non-textual objects visible
in this image? Carefully output AT MOST top

4 5 objects. If there are more than 5
objects, output major/important objects

5 according to the image. Words/Texts are
not considered as objects. Separate

6 with a comma.
7 ASSISTANT:

Listing 2. LLaVA’s prompt for text-scene T

1 USER:
2 <image>
3 You are an OCR expert. What are the text
messages in the image? If there are no text

4 messages on the image, return only ‘NO TXT’
5 ASSISTANT:

Listing 3. LLaVA’s Prompt for image description IN

1 USER:
2 <image>
3 Describe the image in detail.
4 ASSISTANT:

Listing 4. LLaVA’s prompt for unusualness UH

1 USER:
2 <image>
3 What is unusual about this image?
4 ASSISTANT:



(a) Scene-text (T ) detection (b) Top-5 objects (V ) detection

(c) ImageNarrator (IN ) description generation

(d) UnusualHighlighter (UH) description generation

(e) Image description combination (TV )

(f) Atyipcality statement retrieval (ŝ)

(g) multi-ARR

Figure 4. Full pipeline for the multi-ARR task. (a-d) Image verbalization with LLaVA, (e) Outputs of (a-d) are input into GPT-4 to
generate the combined description TV , (f) V and atypicality statement templates SA generate atypicality statement options. Next, we
use IN to retrieve the atypicality statement ŝ. (g) Finally, we concatenate ŝ with TV for mulit-ARR. {}/italic denote variable/dynamic
information.



Listing 5. GPT-4 and Vicuna Prompt template for combining
LLaVA’s/GPT-4V verbalizations to generate TV . {Blue} de-
notes elements added dynamically.

1 A chat between a curious human and an
artificial intelligence assistant. The
assistant gives helpful, detailed, and
polite answers to the human’s questions
about an image. Analyze each assistant’s
response carefully, then combine the
information, and summarize the combined
information in a way that is useful for
further question/answering tasks. Your
answer must be a high-quality summary of
the information.

2
3 Input Question-Anwers:
4
5 Question:
6 What are the non-textual objects

visible in this image? Carefully
output AT MOST top 5 objects. If there
are more than 5 objects, output
major/important objects according to
the image. Words/Texts are not
considered as objects. Separate with
comma.

7 Answer:
8 {V (List of top-5 objects)}
9 Question:

10 You are an OCR expert. What are the
text messages in the image?

11 Answer:
12 {T (List of scene-tests)}
13 Question:
14 Describe the image in detail.
15 Answer:
16 {IN (ImageNarrator)}
17 Question:
18 What is unusual about this image?
19 Answer:
20 {UH (UnusualHighlighter)}
21 Carefully combine the above information

given by the assistant.

Listing 6. GPT prompt template for Mac. {Blue} denotes ele-
ments added dynamically.

1 Consider the following atypicality
definition:

2 {DA atypicality definition}
3 Use the above definitions to help the user
in classifying atypicalities in the images.

4 Question:
5 You are a highly intelligent and accurate
image atypicality multi-label
classification system. You take an Image
Description as input and classify that
into at most 4 appropriate atypicality

Categories from the given category list:
6 (1) TR1
7 (2) TR2
8 (3) OIO
9 (4) OR

10 You should select multiple atypicality
categories ONLY if multiple atypicalities
are present in the image.

11 If none of the atypicality categories
exist, one of the predicted labels has to
be "NA."

12 Your output format is only {{
output_format|default("[{’1’: 1st level
Atypicality Category, ’2’: 2nd level
Atypicality Category,...}]") }} form, no
other form.

13 Image Description:
14 {image-description (e.g., UH)}

Listing 7. Vicuna prompt template for MAC. {Blue} denotes
elements added dynamically.

1 USER: You are a highly intelligent
multi-label classification system. You
will be given an Image Description and a
Question. Answer the question based on the
Image Description:

2 Image Description:
3 {description (e.g., UH)}
4 Question:
5 According to the Image Description and the
atypicality definitions below, detect the
atypicality categories:

6 {DA atypicality definition}
7 You should select multiple atypicality
categories ONLY if multiple atypicalities
are present in the image.

8 If none of the atypicality categories
exist, one of the predicted labels has to
be "NA".

9 You must choose the detected atypicalities
from (OIO, TR1, TR2, and OR) and the
acceptable output format is only {{
output_format|default("[{’1’: 1st level
Atypicality Category, ’2’: 2nd level
Atypicality Category,...}]") }} form, no
other form. Do NOT output any extra
information or explanation.

10 ASSISTANT:

Listing 8. GPT prompt template for Atypical Statement Re-
trieval (ASR). {Blue} denotes elements added dynamically.

1 Context: {description (e.g., IN)}
2 Question: Based on the context return the
index of best statement among the options
to describe the relation among the objects
in the context.



3 If the context does not provide helpful
information, choose the best option from
your side.

4 Options: {list of generated correct and
incorrect atypicality statements}

5 Your output format is only Answer: ${index
of correct statement} form, no other form.
None of the above is not allowed. Even
with not enough context and information,
you must choose one of the options based
on an unusual part of the context.

Listing 9. Vicuna prompt template for Atypical Statement Re-
trieval (ASR). {Blue} denotes elements added dynamically.

1 USER:
2 Context: {IN description}
3 Question: Based on the context return the
index of best statement among the options
to describe the relation among the objects
in the context.

4 If the context does not provide helpful
information, choose the best option.

5 Options: {list of generated correct and
incorrect atypicality statements}

6 Your output format is only Answer: ${index
of correct statement} form, no other form.
None of the above is not allowed. Even
with not enough context and information,
you must choose one of the options based
on an unusual part of the context.

7 ASSISTANT:

Listing 10. GPT and LLaVA prompt template for Atypical Ob-
ject Recognition (AOR). {Blue} denotes elements added dynam-
ically based on the atypicality relation. Here, we show the TR1
atypicality relation as an example.

1 USER:
2 <image>
3 A human has described this image as
atypical. They have found it atypical
because of: Texture Replacement 1, with
objects’ texture borrowed from another
object.

4 More specifically, The surface of <object1>
mimics the texture of <object2>, while
retaining its original structure.

5 Fill in your answers for <object1> and
<object2>. Make sure to include the
angular brackets < and >.

6 An example output: The surface of <eleven>
mimics the texture of <meat>, while
retaining its original structure.

7 ASSISTANT:

Listing 11. MiniGPT4 prompt template for Atypical Object
Recognition (AOR). {Blue} denotes elements added dynamically
based on the atypicality relation. Here, we show the TR1 atypical-
ity relation.

1 USER:
2 <image>
3 A human has described this image as
atypical. They have found it atypical
because of: Texture Replacement 1, with
objects’ texture borrowed from another
object.

4 More specifically, The surface of <object1>
mimics the texture of <object2>, while
retaining its original structure.

5 Give short answers for what <object1> and
<object2> are, in the format:

6 <object1>: <answer1>
7 <object2>: <answer2>
8 ASSISTANT:

Listing 12. BLIP2 and InstructBLIP prompt template for
Atypical Object Recognition (AOR). We use a multi-step prompt
to generate the primary and secondary objects separately. {Blue}
denotes elements added dynamically based on the atypicality rela-
tion. Here, we show the TR1 atypicality relation.

1 <image>
2 A human has described this image as
atypical. They have found it atypical
because of: Texture Replacement 1, with
objects’ texture borrowed from another
object.

3 More specifically, The surface of <object1>
mimics the texture of <object2>, while
retaining its original structure.

4 Give short answers for what <object1> and
<object2> are.

5 <object1>: VLM prompted here
6 <object2>: VLM prompted here

Listing 13. GPT prompt template for Action-Reason Retrieval
(ARR) choosing single correct option. {Blue} denotes elements
added dynamically.

1 Context: {TV description} {Atypicality
statement}

2 Question: Based on the context return the
index of the best statement among the
options to interpret the described image.

3 Even without enough information return the
index of the best option among the
options.

4 Options: {list of correct and incorrect
action-reason statements}

5 Your output format is only Answer: ${index
of correct statement} form, no other form.

6 None of the above is not allowed. Even
without enough information choose the best
interpretation.

Listing 14. GPT prompt template for Action-Reason Retrieval
(ARR) choosing all correct options. {Blue} denotes elements
added dynamically.



1 Context: {TV description} {Atypicality
statement}

2 Question: Based on the context return the
indices of the 3 best statements among the
options to interpret the described image.

3 Separate the answers by comma and even
without enough information return the
indices of the 3 best options among the
options.

4 Question: {list of correct and incorrect
action-reason statements}

5 Your output format is only Answer:
${indices of the 3 best
statements} form, no other form.

6 None of the above is not allowed. Even
without enough information choose the 3
best interpretations.

Listing 15. Vicuna prompt template for Action-Reason Re-
trieval (ARR) choosing single correct option. {Blue} denotes
elements added dynamically.

1 USER:
2 Context: {TV description} {Atypicality
statement}

3 Question: Based on the context return the
index of the best statement among the
options to interpret the described image.

4 Options: {list of correct and incorrect
action-reason statements}

5 None of the above is not allowed. Even
without enough information, choose the
best interpretations.

6 Your output format is only Answer: ${index
of correct statement} form, no other form.

7 ASSISTANT:

Listing 16. Vicuna prompt template for Action-Reason Re-
trieval (ARR) choosing all correct options. {Blue} denotes ele-
ments added dynamically.

1 USER:
2 Context: {TV description} {Atypicality
statement}

3 Question: Based on the context, return the
indices of the 3 best statements among the
options to interpret the described image.

4 Separate the answers by comma, and even
without enough information, return the
indices of the 3 best options.

5 Options: {list of correct and incorrect
action-reason statements}

6 None of the above is not allowed. Even
without enough information, choose the 3
best interpretations.

7 Your output format is only Answer:
${indices of the 3 best
statements} form, no other form.

8 ASSISTANT:

Listing 17. Prompt for generating Action Alter hard nega-
tives.{Blue} denotes elements added dynamically, based on the
correct option.

1 Generate one hard negative statement that
semantically contradicts the action in the

2 following correct statement.
3 The hard negative should be plausible but
must convey an opposite or entirely
different

4 action, while the underlying reason
remains unchanged. This requires reversing
the

5 action’s intent or suggesting a completely
different concept that contrasts with

6 the original message, yet sounds coherent
when paired with the same rationale.

7
8 Example:
9 - Correct Statement: "I should get

involved with artistic expression
because dressing in style is a type of
art."

10 - Generated Hard Negative: "I should
avoid artistic expression because
dressing in style is a type of art."

11 In this example, "I should get involved
with artistic expression" is the action,
which is inverted to "I should avoid
artistic expression" in the hard negative.

12 The reason, "because dressing in style is
a type of art," remains constant.

13
14 Correct Interpretation: {correct option}
15
16 The hard negatives should closely mirror

the vocabulary of the correct
interpretation but must imply an opposite
or distinctly different meaning. Only the
hard negative statement is needed, without
additional explanations.

Listing 18. Prompt for generating Reason Alter hard negatives.
{Blue} denotes elements added dynamically, based on the correct
option.

1 Create a hard negative statement that
presents semantically incorrect or
opposite reasons compared to the provided
correct statement while keeping the main
action unchanged. These hard negatives
should seem plausible at a glance but must
convey a reason that contradicts the
correct one. The intention is to maintain
a surface-level similarity in wording with
the original statement but to invert the
underlying rationale.

2
3 Example:



4 - Correct Statement:‘‘I should get
involved with artistic expression
because dressing in style is a type of
art.’’

5 - Generated Hard Negative: ‘‘I should
get involved with artistic expression
because dressing in style lacks
artistic value.’’

6
7 In this example, the action phrase ‘‘I
should get involved with artistic
expression’’ remains the same across both
statements. The original reason, ‘‘because
dressing in style is a type of art’’ is
transformed to imply the opposite meaning,
‘‘because dressing in style lacks artistic
value,’’ for the hard negative.

8
9 Guidelines:

10 1. Retain the action statement unchanged.
11 2. Invert the logic or reasoning of the

correct statement to formulate the hard
negative.

12 3. Ensure the hard negative retains
similar wording to the original, but
clearly communicates a contradictory
reason.

13
14 Correct Interpretation: {correct option}
15
16 Provide only the hard negative statement,

ensuring it closely mirrors the correct
interpretation in structure and vocabulary
but distinctly opposes it in meaning.

Listing 19. Prompt for generating Statement Alter hard nega-
tives. {Blue} denotes elements added dynamically, based on the
correct option.

1 Generate a hard negative statement that is
semantically unrelated and incorrect
compared to a given correct statement.
These hard negatives should be coherent
statements on their own but must diverge
completely in meaning from the original
statement. The challenge is to craft a
statement that, while maintaining
superficial word similarity to the correct
statement, introduces a concept or
reasoning that is entirely irrelevant and
incorrect.

2
3 Example:
4 - Correct Statement: ‘‘I should use

5-hour energy because it will keep me
focused.’’

5 - Generated Hard Negative: ‘‘I should
use 5-hour stress drink because it

promotes relaxation.’’
6
7 Guidelines:
8 1. Keep a superficial structural
similarity to the correct statement in
terms of wording.

9 2. Change the concept or reasoning to
something totally irrelevant or even
diametrically opposed to the original
statement.

10 3. The hard negative should be plausible
as a standalone statement but should not
accurately reflect the logic or purpose of
the correct interpretation.

11
12 Correct Interpretation: {correct option}
13
14 Provide only the hard negative statement.

It should closely mimic the correct
statement in form but must diverge
significantly in semantic content or
meaning, introducing a totally different
concept.

Listing 20. Prompt for generating Object Swap hard negatives.
{Blue} denotes elements added dynamically, based on the correct
option.

1 Please generate a hard negative statement
that has semantically incorrect (e.g.,
opposite) meaning to the one in the
following correct statement by changing at
least one object in the statement. Each
hard negative should be a plausible option
but must convey the incorrect meaning as
the correct one.

2
3 Example:
4 - Correct statement: I should get

involved with artistic expression
Because dressing in style is a type of
art

5 - Generated Incorrect statement: I
should get involved with sports
Because professional soccer is a type
of sport

6
7
8 Correct Interpretation: {correct option}
9

10 Ensure that the hard negatives maintain a
degree of similarity to the correct
interpretation in terms of words but imply
incorrect meaning and include incorrect
objects.

11 Only return the hard negative.



Listing 21. Prompt for generating Adjective Alter hard nega-
tives. {Blue} denotes elements added dynamically, based on the
correct option.

1 Given a correct statement, your task is to
generate a hard negative statement. A hard
negative statement should closely resemble
the original statement in structure but
convey a totally different meaning. This
can be achieved by either changing an
adjective to its antonym or by adding a
qualifying adjective that totally changes
the statement’s sentiment. The goal is to
create a plausible, yet semantically
different version of the original
statement.

2
3 The resulting hard negative should:
4 - Only change or add an adjective
5 - Keep the core structure of the

original statement intact.
6 - Alter the meaning to be totally

different or even opposite by focusing
on the modification of adjectives.

7 - Ensure that the new statement is
plausible and grammatically correct,
but clearly wrong when compared to the
original correct interpretation.

8
9 Example:

10 - Correct Statement: ‘‘I should use
5-hour energy because it will keep me
focused.’’

11 - Hard Negative: ‘‘I should use 5-hour
energy because it will keep me
sleepy.’’

12
13 Correct Interpretation: {correct option}
14
15 Please generate a hard negative based on

the provided correct interpretation,
focusing on the inversion of adjectives to
create a totally different meaning.
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