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A. Conditional Vs Unconditional generation

Two generative techniques were considered to generate
glaucoma samples. First, we tried to generate glaucoma
images only using unconditional generation. This can be
achieved by training DM on glaucoma images only. How-
ever, sample quality was substandard due to the lack of
enough glaucoma samples, thus we tried to generate sam-
ples conditioned on the class label. This can be achieved by
training the DM on both glaucoma and non-glaucoma im-
ages. The class conditioning can be achieved during sam-
pling using the equation 1. During sampling, we specify
the target class and unconditional guidance scale w = 3.0
to control the quality of generation. The discrepancies in
the results can be further noticed in the quality of the image
produced. This can be clearly shown in Figure 1.

ϵ̃θ(zt, c) = (1 + w)ϵθ(zt, c)− wϵθ(zt, ∅) (1)

Figure 1. The top images are from conditional LDM and the bot-
tom images show the unconditional generation.

B. Failed Attempts
We show failed attempts for fundus image generation.

We attempted to generate images conditionally using Con-
ditional VAE [1]. We tried different encoder-decoder ar-
chitectures but none was successful. We show images of
Conditional VAE in Figure 2.

Figure 2. The top images are reconstruction images. The bottom
images shows the generated samples.

C. Generation
We show more samples of the generation in Figure 3,

MWGAN contains more artifacts than other models. LDM
samples show the best quality and clearest images.

D. Results analysis
We show confusion matrices for normal Training, aug-

mentation method, and diffuPT. The confusion matrices in
Figure 4 show that diffuPT doesn’t favor one eye over the
other (left and right). One general trend noticed that there
wasn’t any clear bias of any generative model for the left
eye over the right.
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Figure 3. More Generated Samples.

Figure 4. Confusion Matrices showing the right eyes separately from the left eyes.
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