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In this supplementary, we show additional results that
were excluded from the main submission due to length con-
straint.

1. Impact of Frequent Predicates on Recall
Our hypothesis is that the Recall scores are significantly

impacted by a few frequent predicates. To test this, we re-
move the top K most frequent predicates and then calculate
recall for the predicate classification task. Table 1 shows
that baseline models have high recall on the entire dataset
(K = 0), but recall drops sharply when frequent predi-
cates are excluded. For example, the Transformer base-
line’s recall at 20 falls from 58.7 to 29.74 after removing
the top 5 most frequent predicates. Recall scores for base-
line methods continue to decrease with higher values of K.
Conversely, methods trained on our enhanced dataset show
improved trends, supporting our goal of reducing predicate
bias in the training set. Our method outperforms the base-
lines for all three models when frequent predicates are re-
moved (K = 5 and higher). Unlike the baselines, our
method shows higher recall scores as more frequent pred-
icates are excluded, with substantial differences at larger K
values. For instance, with K = 25, the Transformer model
trained on our enhanced dataset achieves a recall at 20 of
41.47%, compared to 8.99% when trained on the original
dataset. This supports our hypothesis and demonstrates the
effectiveness of our method in reducing bias in the training
dataset.

2. Example for Context-based SRD Motivation
Figure 1 shows the prior pair probability across all the

25 clusters of VG for four pairs of objects. It shows that
the likelihood of having a relation between two objects are
varied for different clusters. For example, in the context
of ‘beach’, i.e., in cluster 8 and 12 where pair probability
between ‘man’ and ‘beach’ is high, ‘man is more likely to
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Figure 1. Prior pair probability across all the clusters, showing the
dependent of priors on the context. For example, ‘man’ is more
likely to have relation with ‘surfboard’ than with ‘laptop’ in the
‘beach’ context (cluster 8).

have relation with ‘surfboard’ than with ‘laptop’ or ‘table’.
Similarly, both ‘laptop’ and ‘table’ appear to be able to have
relation with ‘man’ in the same context (cluster 22). The vi-
sualization of images in each cluster can be found in Figures
10, 11, and 12.
3. Distillation Tracing

SRD updates frequency information for both existing
and non-existing relations, and here we analyze discovered
relations using original SRD without context for simplic-
ity. Figure 2 illustrates the distillation process for three
triplets. In Figure 2a, the frequency of triplet <kid, wear-
ing, shoe> is increased from 13 to 439 by getting enhanced
from triplets <boy, wearing, sneaker> and <boy, wearing,
shoe>, that was done based on the similarity between kid
and boy, and shoe and sneaker. Similarly, <lady, riding,
bike> (Figure 2b) is enhanced based on the similarity be-
tween lady and woman, bike and motorcycle, and rides and
riding. Lastly, <vehicle, parked on, street> is influenced by
<car, parked on, road> and <car, parked on, street> since
car and vehicle are similar, the same for street and road. We,
however, also observe problems arising when the similarity
information is inaccurate.

For example, it is not common for vehicles to park on
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Method K = 0 K = 5 K = 10 K = 15 K = 20 K = 25

Transformer-Baseline 58.70 / 65.07 / 66.77 29.74 / 31.70 / 32.31 19.38 / 19.80 / 19.87 18.25 / 18.51 / 18.55 11.37 / 11.54 / 11.58 8.99 / 9.03 / 9.03
Transformer-Ours 25.46 / 32.13 / 34.25 31.01 / 36.61 / 38.31 42.16 / 47.01 / 48.22 45.17 / 48.79 / 49.73 40.70 / 44.25 / 45.11 41.47 / 43.51 / 44.02

Motif-Baseline 57.50 / 64.29 / 66.14 26.49 / 28.29 / 28.84 15.45 / 15.87 / 16.00 13.54 / 13.83 / 13.94 7.31 / 7.56 / 7.70 8.30 / 8.32 / 8.32
Motif-Ours 26.38 / 33.07 / 35.18 28.75 / 34.15 / 35.94 38.38 / 43.29 / 44.64 45.05 / 48.85 / 50.04 41.09 / 45 / 46.18 41.76 / 44.79 / 45.46

VCTree-Baseline 57.84 / 64.30 / 66.04 27.53 / 29.47 / 30.13 16.60 / 17.03 / 17.15 15.45 / 15.79 / 15.86 7.11 / 7.35 / 7.43 8.38 / 8.40 / 8.40
VCTree-Ours 28.29 / 35.05 / 37.11 29.19 / 34.25 / 35.77 38.6 / 43.13 / 44.32 44.71 / 48.65 / 49.49 40.19 / 43.94 / 44.71 40.02 / 42.56 / 42.99

Table 1. The recall scores for predicate classification task when not considering the top K frequent predicates. The results are shown in
this order: Recall@20 / Recall@50 / Recall@100
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Figure 2. Distillation tracing. In the figure, the x→y label below each predicate shows the triplet frequency values before and after
distillation. Triplets of non-selected objects or predicates (green arrows) also contribute to the relation statistics.

sidewalk, but this triplet obtained more frequency after
the distillation because according to BERT, ”sidewalk” and
”street” are similar. Measuring semantic similarities, espe-
cially context-dependent ones, is challenging. We ablate
text encoders in the supplementary. Leveraging semantic
sources like the WordNet [4] and hierarchical ontology such
as the VerbNet [2, 5, 9] could offer potential solutions.
Wordcloud Visualizations of Word Similarity To illus-
trate the quality of similarity between objects and between
predicates, we visualize the wordcloud showing all the ob-
jects and predicates (including of unselected and selected
words) where the weights are based on the similarity with
the word of interest. The similarity scores are computed
using sentence BERT (Paraphrase-mpnet-base-v2). Figure
3 shows the wordcloud for objects ‘airplane’, ‘child’, and
‘jacket’, and Figure 4 shows the wordclouds for predicates
‘belonging to’, ‘walking in’, and ‘parked on’. The figures
show that BERT consistently produced accurate similarity
results. Visualizations for all selected objects (150) and
predicates (50) are included in the attached HTML files sub-
mitted with the paper.

4. Ablation of Word Embedding for SRD

During the distillation process in SRD, the relational
frequencies of triplets are passed to one another based on

how similar their subjects, objects, and predicates are. To
measure the similarity, we use cosine similarity of the cor-
responding word embeddings generated using pre-trained
models such as BERT [3]. The quality of the embeddings
is important as it is the main factor to decide where the re-
lational frequency information can be transferred to. In this
section we compare the performance of our best setting (i.e.,
context-based SRD) when using different pre-trained word
embedding models including GloVe [6], FastText [1], Con-
ceptNet [10], and sentence-BERT variations [7] (i.e., all-
MiniLM-L6-v2, all-mpnet-base-v2, and paraphrase-mpnet-
base-v21). We use Transformer as the base model and eval-
uate using VG dataset. Table 2 shows the comparison re-
sults. Among the traditional word embedding models, Fast-
Text generally outperforms GloVe and ConceptNet regard-
ing mean recall at 20, 50 and 100. The marginal differ-
ences between FastText and the other two models might
not be significant but are consistent across all cutoff values.
When it comes to transformer-based models (all-MiniLM-
L6-v2, all-mpnet-base-v2, and Paraphrase-mpnet-base-v2),
Paraphrase-mpnet-base-v2 achieves the best results. In-
terestingly, using the transformer-based models does not
significantly improve the results. In some cases, except

1https://www.sbert.net/docs/pretrained_models.
html
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a) airplane b) child c) jacket

Figure 3. Wordclouds showing all objects (including unselected and selected words) where the size of words reflect the similarity scores
with the corresponding word of interest.

a) belonging to b) walking in c) parked on

Figure 4. Wordclouds showing all predicates (including unselected and selected words) where the size of words reflect the similarity scores
with the corresponding word of interest.

Table 2. Ablation of word embedding models used for SRD. Re-
sults are generated using context-based SRD with Transformer on
VG. The results reported in the paper is Paraphrase-mpnet-base-
v2.

Model mR@20 mR@50 mR@100

GloVe 32.8 38.5 40.5
FastText 33.5 39.6 41.5
ConceptNet 33.0 38.9 41.1
all-MiniLM-L6-v2 33.1 38.8 41.0
all-mpnet-base-v2 33.1 39.0 41.0
Paraphrase-mpnet-base-v2 34.0 39.6 41.7

for Paraphrase-mpnet-base-v2, the performances are even
lower than traditional word embedding model like FastText.
The reason could be that most of the objects and predi-
cates are single word, so it cannot really make use of the
transformer-based models’ capability in encoding longer
text. Paraphrase-mpnet-base-v2 is also the model we used
for the results reported in the main paper.

5. Finding the Number of Clusters for the
Context-based Methods

We determine the number of image clusters by the Sil-
houette coefficient. Figure 5 shows the Silhouette coeffi-
cient scores when we vary the number of clusters from 10
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Figure 5. Silhouette coefficient scores for different number of clus-
ters K when running K-Means on Visual Genome train set.

to 100 on VG. We choose K = 25 clusters as it yields
the best Silhouette coefficient [8] of 0.079. Figures 10, 11,
and 12 show the 25 clusters with their randomly-chosen im-
ages in VG. Qualitatively, most of the clusters contain im-
ages of the same topic (cluster). For example, clusters of
snow-skating, skateboard, wild animals (top row), building
with clocks, baseball, traffic with buses (second row), etc..
The good clusters offer more accurate information when
we perform distillation (SRD) and computing statistical pri-
ors. That explains the consistent improvements when using
context-based SRD. Similar process is applied when finding
the number of cluster for GQA-200.
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Figure 6. Comparison of original (Before SRD) and augmented
data (After SRD) shows increased images with rare predicate rela-
tions and improved recall@20 for Visual Genome.
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Figure 7. Comparison between the original data (Before SRD) and
augmented data (After SRD) in terms of the number of images
containing relations of a predicate, and the differences regarding
recall@50 for GQA-200. Our proposed method adds more triplets
for infrequent predicates that improves their performance. (Re-
sults obtained using Transformer)

1. (grass, growing on, 
ground)
2. (leaves, of, tree)

1. (grass, growing on, 
ground)
2. (leaves, growing on, tree)
3. (zebra, grazing on, grass)

1. (clouds, in, sky) 1. (boat, floating in, water)
2. (clouds, floating in, sky)
3. (sky, full of, clouds)

1. (car, on, street)
2. (woman, on, 
sidewalk)

1. (car, driving down, road)
2. (car, driving down, street)
3. (car, driving on, road)
4. (man, walking down, sidewalk)
5. (man, walking down, street)
6. (people, walking down, sidewalk)
7. (people, walking down, street)

Human-Annotated Newly-added RelationsImage

Figure 8. GQA-200– Example of newly-added relations using our
method with Transformer.

Figure 9. Screenshot of the user-study conducted to qualitatively
evaluate newly added relations.

6. Qualitative Examples of Actual Relations
Added to Train Images

Table 3 shows the examples of the relations that are
actually added to the images to enhance the VG training
set. For each image, we show the ground-truth annota-
tions (i.e., “Original”) and the new relations added by our
method with different base SGG models including Mo-
tif [13], VCTree [12], and Transformer [11]. Our method
enables adding more relations to each image. There are
many images with very few annotations, but with the newly
added relations, the annotations are more complete. For ex-
ample, the second image only has two relations, our method
can add 9 more relations. Each of the last two images only
has 1 ground-truth annotation and we are able to add 5 more
relations which enhance the quality of the training images.
From these examples, we can see that our method is helpful
in adding missing relations to images. Specifically when the
bounding boxes are available but the relations were not fully



annotated. The same observations can be seen in GQA-200
dataset as shown in Table 4. These newly added relations
contribute to the improvement of SGG models as shown in
the experiments.

7. Additional Results

Figure 6 shows the impact of SRD on rare predicates for
VG dataset.

Figure 7 shows the impact of SRD on rare predicates for
GQA-200 dataset.

Figure 8 shows the examples of newly added relations
for images in GQA-200 dataset.

Figure 9 shows the screenshot of the user-study con-
ducted to qualitatively evaluate newly added relations.
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Cluster 0 Cluster 1

Cluster 2 Cluster 3

Cluster 4 Cluster 5

Cluster 6 Cluster 7

Figure 10. Showing images of the 25 image-clusters obtained by K-Means using CLIP vision features for Visual Genome dataset. Many
of the clusters group images of the same context, e.g., snowskating, animals, baseball, train, etc. (Part 1/3)
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Cluster 12 Cluster 13

Cluster 14 Cluster 15

Figure 11. Showing images of the 25 image-clusters obtained by K-Means using CLIP vision features for Visual Genome dataset. Many
of the clusters group images of the same context, e.g., snowskating, animals, baseball, train, etc. (Part 2/3)



Cluster 16 Cluster 17

Cluster 18 Cluster 19

Cluster 20 Cluster 21

Cluster 22 Cluster 23 Cluster 24

Figure 12. Showing images of the 25 image-clusters obtained by K-Means using CLIP vision features for Visual Genome dataset. Many
of the clusters group images of the same context, e.g., snowskating, animals, baseball, train, etc. (Part 3/3)



Image Original Motif VCTree Transformer

1. (sidewalk, of, street)
2. (sign, on, sidewalk)
3. (sign, on, street)
4. (tree, behind, sign)
5. (tree, on, hill)
6. (tree, on, sidewalk)
7. (window, on, building)

1. (building, along, street)
2. (car, parked on, street)
3. (leaf, growing on, tree)
4. (letter, painted on, sign)
5. (roof, covering, building)
6. (sign, mounted on, pole)
7. (sign, says, letter)
8. (sign, says, sign)
9. (tree, along, sidewalk)
10. (tree, along, street)
11. (tree, covered in, leaf)
12. (window, part of, building)

1. (building, along, street)
2. (car, parked on, street)
3. (leaf, growing on, tree)
4. (letter, painted on, sign)
5. (roof, covering, building)
6. (sign, mounted on, pole)
7. (sign, says, letter)
8. (sign, says, sign)
9. (tree, along, sidewalk)
10. (tree, along, street)
11. (tree, covered in, leaf)
12. (window, part of, building)

1. (building, across, street)
2. (building, along, street)
3. (car, parked on, street)
4. (leaf, growing on, tree)
5. (letter, painted on, sign)
6. (roof, covering, building)
7. (sign, mounted on, pole)
8. (sign, says, letter)
9. (sign, says, sign)
10. (tree, along, sidewalk)
11. (tree, along, street)
12. (tree, covered in, leaf)
13. (window, part of, building)

1. (people, near, mountain)
2. (tree, on, tree)

1. (man, walking in, snow)
2. (mountain, covered in, snow)
3. (people, walking in, snow)
4. (person, walking in, snow)
5. (skier, walking in, snow)
6. (snow, covering, mountain)
7. (snow, covering, tree)
8. (tree, covered in, snow)
9. (tree, growing on, mountain)

1. (man, walking in, snow)
2. (mountain, covered in, snow)
3. (people, walking in, snow)
4. (person, walking in, snow)
5. (skier, walking in, snow)
6. (snow, covering, mountain)
7. (snow, covering, tree)
8. (tree, covered in, snow)
9. (tree, growing on, mountain)

1. (man, walking in, snow)
2. (mountain, covered in, snow)
3. (people, walking in, snow)
4. (person, walking in, snow)
5. (skier, walking in, snow)
6. (snow, covering, mountain)
7. (snow, covering, tree)
8. (tree, covered in, snow)
9. (tree, growing on, mountain)

1. (hair, belonging to, woman)
2. (leaf, near, tree)
3. (woman, walking on, sidewalk)

1. (building, across, street)
2. (car, parked on, street)
3. (hair, belonging to, woman)
4. (leaf, growing on, tree)
5. (person, walking in, street)
6. (tree, along, sidewalk)
7. (tree, along, street)
8. (tree, covered in, leaf)

1. (building, across, street)
2. (car, parked on, street)
3. (hair, belonging to, woman)
4. (leaf, growing on, tree)
5. (person, walking in, street)
6. (tree, along, sidewalk)
7. (tree, along, street)
8. (tree, covered in, leaf)

1. (building, across, street)
2. (building, along, street)
3. (car, parked on, street)
4. (hair, belonging to, woman)
5. (leaf, growing on, tree)
6. (person, walking in, street)
7. (tree, along, sidewalk)
8. (tree, along, street)
9. (tree, covered in, leaf)

1. (flag, on, pole)
2. (plant, near, sidewalk)
3. (pole, with, sign)

1. (branch, growing on, tree)
2. (leaf, growing on, tree)
3. (sign, mounted on, pole)
4. (sign, mounted on, post)
5. (sign, says, sign)
6. (tree, along, street)
7. (tree, covered in, leaf)

1. (branch, growing on, tree)
2. (leaf, growing on, tree)
3. (sign, mounted on, pole)
4. (sign, mounted on, post)
5. (sign, says, sign)
6. (tree, along, street)
7. (tree, covered in, leaf)

1. (branch, growing on, tree)
2. (leaf, growing on, tree)
3. (sign, mounted on, pole)
4. (sign, mounted on, post)
5. (sign, says, sign)
6. (tree, across, street)
7. (tree, covered in, leaf)

1. (elephant, eating, leaf)
2. (head, of, elephant)
3. (trunk, of, elephant)

1. (branch, from, tree)
2. (ear, belonging to, elephant)
3. (leaf, growing on, tree)
4. (tree, covered in, leaf)
5. (tree, growing on, mountain)

1. (branch, from, tree)
2. (ear, belonging to, elephant)
3. (leaf, growing on, tree)
4. (tree, covered in, leaf)
5. (tree, growing on, mountain)

1. (branch, from, tree)
2. (ear, belonging to, elephant)
3. (leaf, growing on, tree)
4. (tree, covered in, leaf)
5. (tree, growing on, mountain)

1. (man, has, hand)
2. (woman, has, hand)

1. (hair, belonging to, man)
2. (hair, belonging to, woman)
3. (hand, belonging to, man)
4. (man, and, woman)
5. (man, eating, pizza)

1. (hair, belonging to, man)
2. (hair, belonging to, woman)
3. (hand, belonging to, man)
4. (man, and, woman)
5. (man, eating, pizza)

1. (hair, belonging to, man)
2. (hand, belonging to, man)
3. (man, and, woman)
4. (man, eating, pizza)

1. (sign, on, post)

1. (leaf, growing on, tree)
2. (sign, mounted on, pole)
3. (sign, mounted on, post)
4. (tree, along, sidewalk)
5. (tree, covered in, leaf)

1. (leaf, growing on, tree)
2. (sign, mounted on, pole)
3. (sign, mounted on, post)
4. (tree, along, sidewalk)
5. (tree, covered in, leaf)

1. (leaf, growing on, tree)
2. (sign, mounted on, pole)
3. (sign, mounted on, post)
4. (tree, along, sidewalk)
5. (tree, covered in, leaf)

1. (man, with, hat)

1. (hair, belonging to, man)
2. (hair, belonging to, woman)
3. (hand, belonging to, man)
4. (man, and, woman)
5. (man, eating, food)

1. (hair, belonging to, man)
2. (hair, belonging to, woman)
3. (hand, belonging to, man)
4. (man, and, woman)
5. (man, eating, food)

1. (hair, belonging to, man)
2. (hair, belonging to, woman)
3. (man, and, woman)
4. (man, eating, food)

1. (ski, on, man)
2. (snow, on, mountain)

1. (man, walking in, snow)
2. (mountain, covered in, snow)
3. (people, walking in, snow)
4. (snow, covering, mountain)
5. (snow, covering, tree)
6. (tree, covered in, snow)
7. (tree, growing on, mountain)

1. (man, walking in, snow)
2. (mountain, covered in, snow)
3. (people, walking in, snow)
4. (snow, covering, mountain)
5. (snow, covering, tree)
6. (tree, covered in, snow)
7. (tree, growing on, mountain)

1. (man, walking in, snow)
2. (mountain, covered in, snow)
3. (people, walking in, snow)
4. (snow, covering, mountain)
5. (snow, covering, tree)
6. (tree, covered in, snow)
7. (tree, growing on, mountain)

1. (car, on, street)
2. (people, on, sidewalk)
3. (sign, on, building)

1. (building, along, street)
2. (car, parked on, street)
3. (sign, says, sign)
4. (tree, along, street)
5. (truck, parked on, street)
6. (vehicle, parked on, street)

1. (building, along, street)
2. (car, parked on, street)
3. (sign, says, sign)
4. (tree, along, street)
5. (truck, parked on, street)
6. (vehicle, parked on, street)

1. (building, along, street)
2. (car, parked on, street)
3. (sign, says, sign)
4. (tree, along, street)
5. (truck, parked on, street)
6. (vehicle, parked on, street)

Table 3. Example of newly added relations using our proposed method with different base models, i.e., Motif, VCTree, and Transformer
(Visual Genome dataset).



Image Original Motif VCTree Transformer

1. (car, on, road)
2. (door, near, window)
3. (tree, on, mountain)
4. (window, near, door)
5. (window, next to, door)

1. (bus, driving on, road)
2. (car, driving down, street)
3. (car, driving on, road)
4. (car, driving on, street)
5. (clouds, floating in, sky)
6. (people, walking down, sidewalk)
7. (people, walking down, street)
8. (sky, full of, clouds)

1. (bus, driving on, road)
2. (bus, driving on, street)
3. (car, driving on, road)
4. (car, driving on, street)
5. (clouds, floating in, sky)
6. (people, walking down, sidewalk)
7. (people, walking down, street)
8. (sky, full of, clouds)

1. (bus, driving on, road)
2. (car, driving down, street)
3. (car, driving on, road)
4. (clouds, floating in, sky)
5. (people, walking down, sidewalk)
6. (people, walking down, street)
7. (sky, full of, clouds)

1. (clouds, in, sky)
2. (sheep, in, grass)
3. (sheep, lying in, grass)
4. (sheep, lying on, grass)
5. (tree, on, field)

1. (clouds, floating in, sky)
2. (grass, growing in, field)
3. (grass, growing on, ground)
4. (sheep, grazing in, field)
5. (sheep, grazing on, grass)
6. (sheep, lying in, grass)
7. (sky, full of, clouds)

1. (clouds, floating in, sky)
2. (grass, growing in, field)
3. (grass, growing on, ground)
4. (sheep, grazing in, field)
5. (sheep, lying in, grass)
6. (sky, full of, clouds)

1. (clouds, floating in, sky)
2. (grass, growing in, field)
3. (grass, growing on, ground)
4. (sheep, grazing in, field)
5. (sheep, lying in, grass)
6. (sky, full of, clouds)

1. (car, on, street)
2. (woman, on, sidewalk)

1. (car, driving on, road)
2. (car, driving on, street)
3. (man, walking down, sidewalk)
4. (man, walking down, street)
5. (people, walking down, sidewalk)
6. (people, walking down, street)

1. (car, driving down, street)
2. (car, driving on, road)
3. (car, driving on, street)
4. (man, walking down, sidewalk)
5. (man, walking down, street)
6. (people, walking down, sidewalk)
7. (people, walking down, street)

1. (car, driving down, road)
2. (car, driving down, street)
3. (car, driving on, road)
4. (man, walking down, sidewalk)
5. (man, walking down, street)
6. (people, walking down, sidewalk)
7. (people, walking down, street)

1. (grass, growing in, field)

1. (grass, growing in, field)
2. (grass, growing on, ground)
3. (leaves, growing on, tree)
4. (zebra, grazing in, field)
5. (zebra, grazing on, grass)

1. (grass, growing in, field)
2. (grass, growing on, ground)
3. (leaves, growing on, tree)
4. (zebra, grazing in, field)
5. (zebra, grazing on, grass)

1. (grass, growing in, field)
2. (grass, growing on, ground)
3. (leaves, growing on, tree)
4. (zebra, grazing in, field)
5. (zebra, grazing on, grass)

1. (leg, of, man)
2. (man, wearing, glass)
3. (man, wearing, shirt)
4. (man, wearing, shorts)

1. (man, hitting, ball)
2. (man, swinging, racket)
3. (player, hitting, ball)
4. (player, swinging, racket)
5. (racket, hitting, ball)

1. (man, hitting, ball)
2. (man, swinging, racket)
3. (player, hitting, ball)
4. (player, swinging, racket)
5. (racket, hitting, ball)

1. (man, hitting, ball)
2. (man, swinging, racket)
3. (player, hitting, ball)
4. (player, swinging, racket)
5. (racket, hitting, ball)

1. (horse, wearing, collar)

1. (bird, swimming in, water)
2. (clouds, floating in, sky)
3. (grass, growing on, ground)
4. (leaves, growing on, tree)

1. (bird, swimming in, water)
2. (clouds, floating in, sky)
3. (grass, growing on, ground)
4. (leaves, growing on, tree)
5. (sky, full of, clouds)

1. (clouds, floating in, sky)
2. (grass, growing on, ground)
3. (leaves, growing on, tree)

1. (letter, of, sign)
2. (tree, around, building)

1. (clouds, floating in, sky)
2. (leaves, growing on, tree)
3. (letter, printed on, sign)
4. (sign, mounted on, pole)

1. (clouds, floating in, sky)
2. (leaves, growing on, tree)
3. (letter, printed on, sign)
4. (sign, mounted on, pole)
5. (sky, full of, clouds)

1. (clouds, floating in, sky)
2. (leaves, growing on, tree)
3. (letter, printed on, sign)
4. (sign, mounted on, pole)
5. (sky, full of, clouds)

1. (woman, carrying, bag)

1. (bus, driving on, road)
2. (bus, driving on, street)
3. (car, driving on, road)
4. (car, driving on, street)
5. (woman, walking down, sidewalk)

1. (bus, driving on, road)
2. (bus, driving on, street)
3. (car, driving on, road)
4. (car, driving on, street)
5. (woman, walking down, sidewalk)

1. (bus, driving on, road)
2. (bus, driving on, street)
3. (car, driving down, road)
4. (car, driving down, street)
5. (car, driving on, road)
6. (car, driving on, street)
7. (woman, walking down, sidewalk)

1. (man, wearing, shirt)
2. (person, walking on, sidewalk)

1. (man, talking on, cell phone)
2. (man, talking on, phone)
3. (man, walking down, sidewalk)
4. (people, walking down, sidewalk)
5. (woman, talking on, cell phone)
6. (woman, talking on, phone)
7. (woman, walking down, sidewalk)

1. (man, talking on, cell phone)
2. (man, talking on, phone)
3. (man, walking down, sidewalk)
4. (people, walking down, sidewalk)
5. (woman, talking on, cell phone)
6. (woman, talking on, phone)
7. (woman, walking down, sidewalk)

1. (man, talking on, cell phone)
2. (man, talking on, phone)
3. (man, walking down, sidewalk)
4. (people, walking down, sidewalk)
5. (woman, talking on, cell phone)
6. (woman, talking on, phone)
7. (woman, walking down, sidewalk)

1. (bear, wearing, shoe)
2. (man, wearing, glass)
3. (man, wearing, shirt)
4. (man, wearing, sweater)
5. (pants, on, bear)

1. (man, walking down, sidewalk)
2. (man, walking down, street)
3. (people, walking down, sidewalk)
4. (people, walking down, street)
5. (person, walking down, sidewalk)
6. (woman, walking down, sidewalk)

1. (man, walking down, sidewalk)
2. (man, walking down, street)
3. (people, walking down, sidewalk)
4. (people, walking down, street)
5. (person, walking down, sidewalk)
6. (woman, walking down, sidewalk)

1. (man, walking down, sidewalk)
2. (man, walking down, street)
3. (people, walking down, sidewalk)
4. (people, walking down, street)
5. (person, walking down, sidewalk)
6. (woman, walking down, sidewalk)

1. (boat, in, water)
2. (man, on, bike)
3. (person, on, bike)

1. (boat, floating in, water)
2. (man, walking down, sidewalk)
3. (person, walking down, sidewalk)
4. (sign, mounted on, pole)

1. (boat, floating in, water)
2. (man, walking down, sidewalk)
3. (person, walking down, sidewalk)
4. (sign, mounted on, pole)

1. (boat, floating in, water)
2. (man, walking down, sidewalk)
3. (person, walking down, sidewalk)
4. (sign, mounted on, pole)

1. (paw, of, dog)
2. (tail, of, dog)

1. (dog, catching, frisbee)
2. (man, catching, frisbee)
3. (man, throwing, frisbee)

1. (dog, catching, frisbee)
2. (man, catching, frisbee)

1. (dog, catching, frisbee)
2. (man, catching, frisbee)

Table 4. Example of newly added relations using our proposed method with different base models, i.e., Motif, VCTree, and Transformer
(GQA-200 dataset).
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