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Figure 1. Average execution time for different models, depending 22 H e E I
on resolutions. The execution time is measured with batch size 200 7 14 28 56 112 224 256 O°° 12 28 56 112 224 256
and 5 warm-up iterations followed by 100 iterations from which resolution resolution
the median is taken.
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In Figure 2 we measured relative latency of the fused
and unfused MBConv [2]. The fused MBConv retains a B
lower latency for many configurations of channel dimen-
sion and operating resolution (value below 1 in Figure 2),
even though its higher amount of MACs (value over 1 in
Figure 2). Mainly for channel dimensions higher than 256,
latency increases compared to the unfused MBConv. Some
entries are missing due to OOM (out of memory) errors.
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. S . Figure 2. Latency comparison of fused and unfused MBConv. The
In Figure 1 we evaluated execution time of various mod- missing fields resulted in out-of-memory errors.

els with different input resolutions. We used a batch size of
200, the same as for throughput calculation. Even though
LowFormer-B1 has a higher or similar top-1 accuracy, it re-
tains a lower average execution time than EfficientMod-xs, [1] FastViT-T8 [3], RepViT-M1.1 [4] and the LowFormer-
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2. Resolution Scaling



B1 version without downsampling in the attention block,
independent of the input resolution.
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