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1. Further Implementation Details
1.1. Hyperparameter Tuning and Analysis:

Our model utilizes 5 hyperparameters. Tab. | presents
the range of hyperparameter values we tested and our final
choice. v determines the weight of the selective invariance
loss, Lpr. Generally, we observed better predictive per-
formance when y is higher and fairness when ~y is lower.
e controls the distance between fairness representations of
an attribute in S when one is specified as sensitive and the
other is not. Generally, we noticed better predictive perfor-
mance when € > 1 and better fairness when ¢ < 1. |C]|

Table 1. Hyperparameter Choices

Parameter Used with Range Tested Final Choice
€ Lpr {0.01,0.1,1,10} 1
v Lpr {0.01,0.1,1,10} 1
IC]/2 (MIMIC)
IC| Lpr  A{[C],IC|/2,C/3} |C| (CelebA)
IC|/3 (FACET)
o Lpe {0.01,0.1,1,10} 0.1
" Lo {0.1,1,5} 1 (MIMIC,CelebA)
{0.01,0.1,1} 0.01 (FACET)

is the size of the random subset of C sampled at each iter-
ation. We observed that the model has the best predictive
performance when |C| = |C|. On average, we observed
that |C| = |C|/3 samples were enough to reach 95% of the
best predictive performance. o determines the weight of the
domain invariance loss Lpg and w determines the weight
of the fairness loss Lgp. We chose « = 0.1 and w = 1
based on the best validation AUROC and MD respectively.
While tuning each hyperparameter, we fixed the value of
other hyperparameters. We also tuned o and w values for
the respective baselines. More analysis on each hyperpa-
rameter is provided in Appendix Sec. 3.3 in Tabs. 4 to §.

1.2. Algorithm

Please refer to the Algorithm 1.

1.3. Dimensions of the Encoded Representations

The total dimension of the encoded representation (z) of
SISA is split between the generalization representation (z)
and the fairness representation (z ). When the sensitive at-
tributes are on the lower side (for the MIMIC dataset when
n = 2 or 3), the dimension of z is proportionately split be-
tween z, and z ;. However, when n was increased to 4, due
to the drop in accuracy, we split the dimension in the ra-
tio 3 : 1 such that the dimension of z, was 3 times that of
zy. Dimension of zy is equally split between zy,’s for all
datasets. We report the dimensions used for the represen-



Algorithm 1 Selective Invariance under Sensitive Attributes

Require: Training data: 7, sensitive attribute set: S, set of sensitive attribute encodings: C, density translators: G”, G’,

batch size: B

1: Initialize 6, ¢, and 1) (parameters of gy, fs and, hy,).
2: for epoch in MAX_EPOCHS do
3:  for each domain d € D do
4 Sample a batch {x*, y* s*1B_ ~ P, from T
5: for each k € (1, B) do
6: zi  go(x") # Generalization representation
7 deD
8 X% G(xF,d,d) # Domain translated x
9: 7l — go(x'%) # Domain translated rep.
10: forcc CCCdo
11 [z’}l, e ,z’;én} — fo(x* & embed(c)) # Fairness rep.
12: Xk« G5 (xF d,d")
13: ¢’ = permute(c) # Sample another encoding
14: [z’fsf7 e ,zgfk] — fs(x'** @ embed(c"))
15: zkez’;@z’}l@---@z’}n
16: end for # Repeat for all c € C
17: end for
18: Lpc <+ 1> |l z’; - z;’“ Il # Domain invariant loss
19: for each i € (1,n) do
20: Lpp %Zk l[c[i]:c’[i]] || Z’;-i — Zlfsik HQ +l[c[i]7éc/[i]] l’l’laX(O, €— || Zl}i — Zlfsik Hg)
21: end for # Selective dom. inv. loss
22: LEr + % ok Uy (27), %) # Classification loss
23: Lro— X k32, ﬁ >ecc 7(‘110‘) Saper | o | y,1) —hy (2 | y,3) | # Fairness loss
24: Efma,l(—EER-l-wEEo—l-OzEDG—F”yﬁDF
25: 0 0—VoLrina # Gradient Descent
26: ¢ — P — V¢£f7,'nal
27: P~ — vwﬁfinal
28: Optimize 0, ¢, and v based on L ¢;5,4; via gradient descent
29:  end for
30: end for
31: return Trained 6, ¢, ¢
Table 2. Dimension of z
CelebA (n =4) Cardio./Pneu. (n = 2) Edema (n = 3) FACET (n = 3)
Model z z 4
ERM 1024 1024 1280 1024
DIRT 1024 1024 1280 1024
FATDM 1024 1024 1024 1024
1024 1024 1280 1024
SISA  768(z,) 64(z5) 512(z,) 256 (z,) 512(z,) 256(z5) 640 (z,) 128 (zy,)
tation z in Tab. 2. We consider the same dimensions for a discriminator D : RW>*"*¢ — N x 0,1. The generator
z across the baselines (ERM, ERM-F, DIRT, and FATDM) takes in a real image x and a pair of domain labels d, d’ as
and our model for valid comparison. input and generates a fake image. The discriminator aims
L. to predict the domain label of the image generated by the
S
1.4. Training Procedure of G and G generator and distinguish whether it is fake or real. G and

Models G and G* are generators of a StarGAN [I]

G: Rwxhxe 5 N x N — R¥*hXe The GAN also contains



Table 3. CelebA dataset - Comparison of SISA with FFVAE

Performance 1 Unfairness |

Target Domain S Model Fair?
Accuracy Demographic Parity - MD

. . {big nose, smiling FFVAE 64.11 £ 0.6 0.08 £+ 0.02

Auractiveness - Haircolor = o' ungl  SISA (ours) T 7240+ 1.3 0.0173 + 0.01
D are learned simultaneously as below: 2.2. Effect of Increasing Number of Domains or

Sensitive Attributes
StarGAN _ _ pStarGAN StarGAN . . .

Lp™ = —Loav + )‘Cls‘cclsdéeal) ey We have performed our experiments on covariate shifts

ﬁ%arGAN _ LSS%/YGAN + Acls£StarGAN + )\rec[-:StarGAN

cls(fake) rec
(2
L£58arGAN g the adversarial loss, ES&?S@,F and ,CSf:ziSQN

are the domain classification losses of the fake and real
images respectively, and L£5%7GAN g the reconstruction
loss. We follow a similar procedure as outlined by
FATDM [4](GY) and DIRT [3] to train domain invariant
enabler G. To train G, we slightly deviate from the out-
lined method by FATDM [4](GY*4) due to multiple sensi-
tive attributes. We partition the dataset corresponding to
mini-batches (domains) where each batch is conditioned on
the set of values taken by the sensitive attributes and the
same label y. We perform the domain translation between
these mini-batches instead of the combined batches. This
is done to achieve domain invariant translations between all
the sensitive attributes and the target label y.

2. Further Analysis on Datasets

2.1. Details on Dataset Size, Domain Splits, and
Sensitive Attribute Splits

We have performed our experiments on data sizes rang-
ing from 35078 (Pneumothorax prediction) to 255600
(Edema prediction) and show that our model consistently
performs well across these ranges. Figs. 1, 3,5, 7 and 9
show the number of training samples across CelebA, Car-
diomegaly, Edema, Pneumothorax, and FACET datasets
for each of their domains and also the total number of
dataset samples. Figs. 2, 4, 6, 8 and 10 show how the
values of the sensitive attributes we chose are distributed
across the CelebA, Cardiomegaly, Edema, Pneumothorax,
and FACET dataset respectively. It can be seen that a few
of the values are imbalanced, and a few values are balanced,
covering a wide spectrum. From the graphs, it is evident
that the datasets we have used have imbalanced samples
with respect to domain, and sensitive attributes emulating a
challenging real-world representative dataset.

caused by the age of the patients, rotations of the input
images, and hair color. We experiment with two to four
sensitive attributes. We did not notice any pattern in the
predictive performance or fairness (decrease/increase) due
to low/high number of sensitive attributes. However, SISA
consistently performed better than FATDM across all these
settings.

¢ CelebA - Hair color, Domains:3, Sensitive Attributes:4

e Cardiomegaly - Age, Domains:4, Sensitive

Attributes:2
¢ Edema - Rotations, Domains:5, Sensitive Attributes:3

* Pneumothorax - Age, Domains:3, Sensitive

Attributes:2

* FACET - Visibility of Person, Domains:3, Sensitive
Attributes:3

3. Further Analysis on Model
3.1. Comparison of SISA with FFVAE [2]

FFVAE [2] encodes multiple sensitive attributes to a flex-
ible representation that can accommodate any subset of sen-
sitive attributes at the test time. However, this method dif-
fers from our approach SISA in many ways. Their formula-
tion is currently restricted to a single fairness metric, demo-
graphic parity. They also do not consider distribution shifts
in the data. Moreover, they have conducted evaluations only
for binary-sensitive attributes. We compare SISA with FF-
VAE on CelebA dataset as the sensitive attributes in CelebA
are also binary. We follow the same DG setup discussed in
in the main paper. We modified FFVAE code shared by [5]
to suit our fair domain generalization with heterogeneous
sensitive attributes. The results are available in Tab. 3.

3.2. TSNE Visualization of the Representations

We show TSNE plots of the predictive performance
and the fairness representations in Figs. 11 and 12 for the
CelebA dataset. Fig. 11 is the 2D representation of z,. The
colors reflect whether the prediction is Attractive or Not At-
tractive. z, can separate the classes well. On the other hand,
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Fig. 12 is the 2D representation of zy. It shows that z; is
clustered based on attribute sensitivity. E.g., red and blue
clusters which share a sensitive attribute are close to each
other. Similarly, yellow and lime green which do not share
any sensitive attributes are far apart from each other.

3.3. Sensitivity Analysis on Different Model Com-
ponents.

In this section, we report the variation of performance
and fairness measures in the test set based on the different
hyperparameter values of all hyperparameters in our model.
The hyperparameters were tuned based on validation test
accuracy for «, 7, and e and validation mean distance for w.
While each hyperparameter was getting tuned, we fixed the
values of all other hyperparameters. We observed that hy-
perparameter tuning could also help to find a good fairness-
performance trade-off as each hyperparameter had control
over predictive performance and fairness measures. Finally,
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on average, the variation of most of the hyperparameters
did not affect the model’s predictive performance and fair-
ness by a lot. We report all sensitivity analysis on CelebA
dataset (which had the highest number of sensitive attributes
below. The other datasets also followed a similar trend.

Sensitivity analysis of e: ¢ is the hyperparameter that
decides how apart zy, and z’, should be if sensitive at-
tribute ¢ is not equal. We train our models with e =
{0.01,0.1,1, 10} and report the results in Tab. 4 for CelebA
dataset. We did not observe much difference in the perfor-
mance and fairness as we changed e. In general, we noticed
slightly better test results for performance when ¢ > 1 and
for fairness when e = 0.01. We chose € = 1 as it had the
best validation predictive performance.
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Table 4. Sensitivity analysis of € using CelebA dataset

Predictive Performance Measures (1)  Unfairness Measures (J.)

AUROC AUPR Acc F1 Mean EMD

0.01 83.73 88.82 74.65 7773 0.0011 0.0148
0.1 84.26 89.50 75.19 78.20  0.0020 0.0201
1 84.82 90.02 75.86 78.67 0.0017 0.0195
10 84.79 89.92 76.16 79.17 0.0045 0.0288

Sensitivity analysis of v: ~ is the hyperparameter that de-
cides the weight of £Lp loss in our model. We trained our
models with v = {0.01,0.1,1,10} and report the results
in Tab. 5 for CelebA dataset. We did not observe a lot of
difference in the performance and fairness as we changed
~. In general, we noticed slightly better results for perfor-
mance when 7 values were higher and fairness when ~ val-
ues were lower. We chose v = 1 as it had the best validation
predictive performance.

Table 5. Sensitivity analysis of v using CelebA dataset

Predictive Performance Measures (1)  Unfairness Measures ({.)

AUROC AUPR Acc F1 Mean EMD

0.01 84.44 89.88 7542 78.25 0.0009 0.0165
0.1 84.36 89.72  75.17 77.89 0.0016 0.0194
1 84.82 90.02 75.86 78.67 0.0017 0.0195
10 84.76 8998 7585 78.78 0.0014 0.0216

Sensitivity analysis on the cardinality of C (|C|): The
|C| is the size of the random subset of C sampled at each
iteration. From our experiments, we observed that the best
performance (validation and test) is when |C| = |C| for all
datasets. However, in the case of MIMIC dataset, we chose
to go for a lower value for |C| as the predictive performance
did not deteriorate much due to the huge training data size.
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Table 6. Sensitivity analysis of cardinality of C using CelebA
dataset

Predictive Performance Measures (1)  Unfairness Measures ({.)

ICl
AUROC AUPR Acc F1 Mean EMD
IC| =15 84.82 90.02 75.86 78.67 0.0017 0.0195
ICl/2=8 84.71 90.04 7574 78.68 0.0051 0.0352
ICl/3=5 83.65 89.37 7477 77.79 0.0133 0.0544

Table 7. Sensitivity analysis of a using CelebA dataset

Predictive Performance Measures (1)  Unfairness Measures ({)
AUROC AUPR Acc F1 Mean EMD

0.01 84.65 89.78 7577  78.70  0.0025 0.0232
0.1 84.82 90.02 75.86 78.67 0.0017 0.0195
1 84.78 89.97 7585 78.85 0.0021 0.0218
10 84.37 89.61 75.65 78.79 0.0013 0.0209

The sensitivity analysis of C is reported in Tab. 6.

Sensitivity analysis of a: o determines the weight of the
domain invariance loss Lp¢. Initially, we chose it as 0.1
based on the original FATDM paper. Then we tuned it be-
tween o = {0.01,0.1,1,10} and found that 0.1 gave the
best validation accuracy for our model too. We report the
results on the test set in Tab. 7.

Sensitivity analysis of w: w determines the weight of the
fairness loss Lzo. We observed that varying w resulted in
higher variance in the performance and fairness measures
than other hyperparameters. Hence, the value of w needed
to be carefully chosen to have a good performance-fairness
trade-off. Initially, we chose it as 1 based on the original
FATDM paper. Then we tuned it between w = {0.1,1,5}
and found that w = 5 gave the best validation and test Mean



Table 8. Sensitivity analysis of parameter w using CelebA dataset

Predictive Performance Measures (1)  Unfairness Measures ({.)

AUROC AUPR Acc F1 Mean EMD

0.1 85.01 90.29 7630 79.29 0.3929 0.2568
1 84.82 90.02 75.86 78.67 0.0017 0.0195
5 81.22 86.49 70.70 72.37  0.0000 0.0024

Table 9. Ablation on the number of encoders used using CelebA
dataset

Encoders Performance Measures (1) Fairness Measures (])
Used AUROC AUPR Acc F1 Mean EMD
one 82.36 87.82 7347 76.10 0.0003 0.0109
two 84.82 90.02 75.86 78.67 0.0017 0.0195

for our model. We report the results on the test set in Tab. 8.
However, the validation accuracy of the model was very
low, so the performance was getting hampered. Hence, we
went with w = 1, which had an adequate Mean (< 0.002)
and EMD (< 0.02) measure but good validation accuracy
too (fairness - performance trade-off).

Ablation study on the representations: We conduct a
study using only a single encoder to validate the efficacy
of two separate encoders to model the domain shift (gen-
eralization) and fairness. We report the results in Tab. 9.
We find that having multiple (two) encoders to model the
representations improved the predictive performance while
a single encoder improved the fairness.

In the case of a single-encoder model, a single represen-
tation z denotes the fairness and the generalization informa-
tion. Hence, it is implicitly equally divided among the loss
for the n sensitive attribute (Lpr) and the generalization
loss (Lpg). As there are n sensitive attributes, it overshad-
ows the generalization information due to being the same
representation.

In the case of two-encoders model, where one encoder
stands for fairness and the other for generalization perfor-
mance, z is explicitly split between z, and zy, giving z, a
good enough representation in z and not get overshadowed
by z . Hence, the generalization performance (accuracy) is
better with two encoders.

3.4. Balancing Fairness and Predictive Performance

Based on the empirical results, we can use the various
hyperparameters in the model to achieve a good predictive
performance versus fairness trade-off. In general, we can
obtain better fairness from higher w. In most cases, we can
get better predictive performance from higher values of ~
and e. We can generally obtain better predictive perfor-
mance and fairness from high values of |C|. Additionally,

we also found that balancing the dimensions of the gener-
alization (z4) and fairness (zy) representations can also be
a good way to maintain the fairness and predictive perfor-
mance trade-off.

3.5. Correlation between Model Outputs and Sen-
sitive Attributes

Our model has a lower correlation between the target
variable and the sensitive attributes due to the loss function
Lo which while achieving fairness also tries to remove
the correlation between the attribute and the target variable.
This can be viewed in Tab. 10.

Table 10. Pearson Correlation between Model Outputs and Sensi-
tive Attributes.

Dataset Domain Model Pearson Correlation (Target, S.A.)
Gender Race Age
Edema Image Rotation ERM 0.027 0.007 0.177
SISA 0.016 0.000 0.103
BigNose Male Smiling Young
CelebA  HairColor  gpni 0186 0.188  -0383 0332
SISA -0.136  0.239  -0.329  0.257

3.6. Empirical Time and Space Complexity of SISA
and FATDM

We have provided the running time analysis of our model
SISA and the baseline FATDM (average computed over 2"
models) Tab. 11. The training time of a single model of
SISA is higher than that of a single model of FATDM by
roughly 4 times. However, FATDM needs to train 2 mod-
els to be able to generalize fairness across all the target
domain-sensitive attributes. Hence, SISA is more efficient
than FATDM especially as n goes higher.

Regarding the space complexity, we have an additional
encoder model f compared to FATDM’s architecture. How-
ever, FATDM needs to train 2" models and ends up need-
ing more resources. For example, a model of SISA for
analysing CelebA dataset had 23537857 trainable param-
eters. A single model of FATDM for training the same
dataset had 12358209 trainable parameters instead. A sin-
gle model of FATDM only needs half the parameters, but
we need to train 2" models of FATDM to accomplish the
task a single model of SISA achieves.

3.7.Performance and Fairness Metrics on Each Tar-
get Sensitive Attribute Subset

We report the results for each subset of the set of sen-
sitive attributes S in Tab. 12 for CelebA, Tab. 13 for Car-



Table 11. Running Time Analysis for SISA and FATDM

Model

Dataset (No of Sensitive Attributes)

CelebA (4) Cardiomegaly (2)

Edema (3)

Pneumothorax (2)

FACET (3)

FATDM - 2™ Models  2d:14h:52m + 5h:04m  4h:08m =+ Oh:12m  2d:17h:44m =+ 1h:20m

SISA - Single 14h:30m + 1h:19m 5h:37m + Oh:54m

21h:46m =+ Oh:29m

3h:40m =+ Oh:48m
2h:13m + Oh:24m

3d:7h:36 =+ 5h:44m
14h:44m =+ 1h:16m

diomegaly, Tab. 14 for Edema, Tab. 15 for Pneumothorax,
and Tab. 16 for FACET datasets. In general, the predic-
tion performance of FATDM dropped with the introduction
of more sensitive attributes. It reduced from 83.73 to 80.26
for Cardiomegaly prediction, 87.91 to 82.30 for Edema pre-
diction, and 86.41 to 81.46 for Attractiveness prediction. In
the case of SISA, the performance drop was lower, 83.60
to 82.59 for Cardiomegaly prediction, 87.73 to 86.71 for
Edema prediction, and 85.14 to 84.57 for Attractiveness
prediction. On average, SISA maintained an adequate pre-
diction performance while not compromising on the fair-
ness metrics. Additionally, for SISA we report the results
for the None attribute where we do not consider any fairness
attributes. However, we did not include this result while av-
eraging to get a fair comparison with the FATDM baseline
as FATDM does not have this configuration.
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Predictive Performance Measures 1

Unfairness Measures |

Target Sensitive Attributes Model

AUROC AUPR Acc F1 Mean EMD
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N FATDM-SY 8249 8861 7431 7698 0.1067 0.1340
smiiing, young SISA 8541 9046 7642 7934  0.0002 0.0071
| FATDM-MY 8193 8837 73.14 7579 0.1736 0.1404
maie, young SISA 8409  89.80 7536 78.08  0.0006 0.0077
N N | FATDM-BSM  82.18  87.99 73.00 75.89  0.0035 0.0214
18 NOse, smiiing, maie SISA 8481 8979 7572 78.44  0.0001 0.0025
o . FATDM-BSY 8246 8842 7385 7613  0.0033 0.0215
18 NOSe, smiling, young SISA 8496  89.94 76.07 7872  0.0000 0.0025
N | FATDM-BMY 8096 8696 72.62 7520 0.0027 0.0198
18 Nose, maie, young SISA 8451  89.84 75.67 7824  0.0001 0.0031
. | FATDM-SMY  81.65  88.16 72.68 7525  0.0060 0.0238
smiling, maie, young SISA 84.43  89.66 7492 7739  0.0000 0.0025
o N | FATDM-BSMY 8225 8808 7377 76.67 0.0002 0.0059
18 Nose, smiling, maie, young SISA 8457  89.59 7543 77.83  0.0000 0.0018

None SISA 86.10  90.79 7691  80.22 - -

Table 12. CelebA - Performance and Fairness on each Target domain



Target Sensitive Attributes Model Predictive Performance Measures Unfairness Measures

AUROC AUPR Acc F1 Mean EMD

FATDM-G 84.86 92.57 76.84 81.78 0.0947 0.2385

gender SISA 8478 9249 7677 8173 0.0554 02117

e FATDM-R 8371 9198 7579 8094 00231  0.0893

SISA 8478 9247 77.17 82.03 0.0035  0.0362

nder. race FATDM-GR 8240 9101 7591 8026 00064  0.0522

gender, SISA 84.58  92.09 77.03 8192 0.0003  0.0142
None SISA 8470 9247 7680 81.76 i -

Table 13. Cardiomegaly (Age) - Performance and Fairness on each Target domain

Predictive Performance Measures  Unfairness Measures |

Target Sensitive Attributes Model

AUROC AUPR Acc F1 Mean EMD
onder FATDM-G 8791  86.65 7967 7933  0.0068 0.0887
& SISA 8773 8636 79.76 7933  0.0078 0.0886
Lace FATDM-R 8535 8334 7724 77.19  0.0009 0.0302
SISA 8739 8589 7978 79.36  0.0001 0.0092
toe FATDM-A 84.81 8294 7723 7675 0.0007 0.0276
g SISA 86.44 8525 7950 78.83  0.0001 0.0116
ender. tace FATDM-GR 8531 8329 7699 77.51  0.0000 0.0078
gender, SISA 8727 8567 7975 7931  0.0000 0.0018
ender. a0 FATDM-GA 8554 8406 77.96 77.37  0.0000 0.0060
gendet, ag SISA 86.61 8545 79.54 78.88  0.0000 0.0019
e a0e FATDM-RA 8445 8251 7603 7637  0.0000 0.0029
- 48 SISA 8682 8553 79.59 79.00  0.0000 0.0013
ender. tace. a0c FATDM-GRA 8230  80.07 7443 7502  0.0000 0.0008
gender, race, ag SISA 8671 8529 7934 78.62  0.0000 0.0005

None SISA 8773 8637 7975  79.29 - -

Table 14. Edema (Image Rotation) - Performance and Fairness on each Target domain

Target Sensitive Attributes Model Predictive Performance Measures 1 Unfairness Measures |

AUROC AUPR Acc F1 Mean EMD

. FATDM-N 6057 2659 5897 3415  0.0002 0.0195

tnsurance SISA 6145 2754 5982 35.04  0.0002 0.0209

ol st FATDM-M  60.65 2650 6090 33.68  0.0000 0.0019

martat status SISA 60.19 2559 6437 32.16  0.0000 0.0004

. ol stat FATDM-NM 5938 2492 6246 3179  0.0000 0.0005

Insirance, marial stafus SISA 60.17 2552 6611 3457  0.0000 0.0004
None SISA 61.59 2759 6020  35.09 - -

Table 15. Pneumothorax (Age) - Performance and Fairness on each Target domain



Predictive Performance Measures Unfairness Measures

Target Sensitive Attributes Model

Acc Mean
der FATDM-G 65.00 1.21
gende SISA 69.34 1.39
ace FATDM-R 63.66 1.39
SISA 69.18 2.13
toe FATDM-A 64.45 4.46
& SISA 69.13 4.30
ender. race FATDM-GR 63.63 7.45
gender, SISA 69.41 8.25
ender. ase FATDM-GA 64.94 7.30
gender, ag SISA 69.53 8.54
e, a0 FATDM-RA 64.94 15.09
- 48 SISA 69.49 17.64
FATDM-GRA 62.60 27.54
gender, race, age SISA 69.57 25.20

None SISA 69.00 -

Table 16. FACET (Person Visibility) - Performance and Fairness on each Target domain
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