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Introduction

In this supplementary material, we provide:

* [T} Details regarding the varied sampling rates and dif-
ferent image qualities present in the dataset, including
examples of corrupted clips.

* [2} Proof that the model outputs can be extremely close
to the mean annotation of the annotator while being
less noisy.

* [3} Extensive results due to the novelty of our approach
and the lack of previous scores to compare against.
The raw results can be found under echoclip.csv

* [ When the model trained on synthetic data is evalu-
ated on real data, most of the total error is concentrated
on a small portion of the test examples.

. Plots of log(scores) as a function of
log(Model_size) for evaluation against human
annotations and via EchoCLIP rewards.

* [6t An illustration of the poor performance in the very
first frames, as noted in the main paper.

* [} An extension of EchoDFKD to a multi-teacher
setting where the right ventricle segmentation is also
learned.

* [§ EchoDFKD inference on CAMUS dataset

1. Corrupted examples

As mentioned in Subsection 3.1. of the main paper,
the EchoNet-Dynamic [5]] dataset is very heterogeneous in
terms of sampling rate (Figure [I), or image quality (Fig-

ure[3).
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Figure 1. Distribution of sampling rates in the EchoNet-
Dynamic [5] dataset.

The most corrupted examples are
0X39348579B2E55470,  0X3693781992586497,  and
0X790C871B162806D2, as displayed in Figure[2]

Additionally, we include in corrupted. csv different
lists of corrupted examples for the following reasons:

* Videos that are manifestly corrupted (see Figure2).

» Labeling masks that are corrupted due to issues with
[5I’s function fail to load labels properly for multi-
labeled examples.

e Cases where the End-Systolic (ES) and End-Diastolic
(ED) frames are too close together (differences close
to one or even one in some examples).



0X39348579B2E55470

Figure 2. 3 most corrupted examples.

2. Derivation of theoretical bounds for model
scores in the function of intra-annotator
scores

It seems that two slightly different definitions of intra-
annotator standard deviation currently coexist in the liter-
ature. One considers the deviation between the values of
a second annotation session and the first session, and the
other considers the deviation between the values from one
of the two sessions and a merged value from the two ses-
sions (typically the mean). Here, since the RMSE reported
in CAMUS is rather high compared to what we can observe
from some models, we can infer that they used the first con-
vention.

Consider two rounds of annotations, Z; and Z5. We as-
sume:

Zy=X1+Y

Zy=Xo0+4Y

with X7 and X, centered, i.i.d. (which is not very realistic
but simplifies the derivations a lot), and Y being the latent
truth (or, at least, the tendential value we would find with a
lot of rounds).

The RMSE of the second round as an estimator of the
first is :

RMSE(Zs, Z1) = VE[(Z2 — Z1)?]
= VE[(Xz — X1)?]
= 1/20% (since X; and X are independent)
=2 -0x
Now, the RMSE of a perfect model that would output
Y, compared with a target obtained with a single annotation
per example, is
RMSE(Y, Z) = VE[(Z — Y)?]
= VE[(X +Y ~Y)?]
= E[X?]

We get:

RMSE(Zs, Z1) = V2 - RMSE(Z,,Y))

Thus, the RMSE of Z, as an estimate of Z; is v/2 times
the RMSE of Z5 with respectto Y.

CAMUS reports an intra-annotator std of 5.7. The theo-
retical lower bound of model performance is thus 4.03

On EchoNet-Dynamic, EchoCoTr reports an RMSE of
5.17

We can also look at the theoretical bound for correlation.



The correlation between Z and Y is :
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Next, the intra-annotator correlation, i.e. the correlation
between Z; and Zs is :
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Finally, we have :

PZ1Y = \/PZ1,Z,

The best correlation coefficient that can be achieved be-
tween the model and the labeler, if only one annotation per
example is available, is therefore \/m .

CAMUS reports an intra-annotator correlation of 0.801.
Thus, the theoretical upper bound is 0.895. [1]], for instance,
report a correlation of 0.78.

EchoCoTr doesn’t provide a correlation. However, they
report their R%, which should be lower. After a linear re-
gression between outputs and targets, the quadratic errors
sum will be smaller (one would add two parameters that are
allowed to fit the data used for evaluation); thus, R? of new
outputs will be higher, and it will be equal to the correlation
coefficient. Their squared correlation coefficient is higher
than the reported R?, making them close to the theoretical
bound.

We also took an interest in the theoretical limit of a
model’s aFD score. This corresponds to the MAE of the se-
lected frame number, and, through reasoning similar to the
previous ones, it represents the average error of an annota-
tor compared to a reference frame. We do not have access to
this reference frame. Instead, we added an additional round

High “foreshortening” response

Figure 3. Example of samples depending on their EchoCLIP
prompt response.

of annotation by labeling over a thousand examples our-
selves. This gives us an empirical distribution of Z; — Zs,
where Z; and Z, are the two rounds of labeling. By setting
Z1 =Y + Xiand Z; =Y + Xy, with Y as the reference
frame, and X; and X iid, this reduces to X; — X5, which
distribution is obtained from that of X by convolution. An-
other practical assumption is to suppose that the distribution
of X is the sum of a uniform distribution, which represents
an annotator’s abandonment when faced with a particularly
degraded example (which happens very rarely, maybe once
in several hundred examples, and results in discrepancies
between two annotators that can reach up to fifty frames),
and a symmetric distribution over a smaller support, which
represents variations due to an annotator’s lack of precision
or a sequence of indistinct frames (resulting in discrepan-
cies that rarely exceed nine or ten frames). We find that a
Laplace distribution provides excellent log-likelihood after
convolution by fitting different types of discrete distribu-
tions for the small support term. The expected distribution
value obtained for || X||; is approximately 2.0 for the ES
frame, and 2.4 for the ED frame.

3. Extensive results

Our EchoCLIP [4] based raw results can be
found under the echoclip.csv file of the
id636_supplementary.zip file. Figure [3| repre-
sents the videos that activated the least and the most
“foreshortening” prompts.

4. Portion of the dataset where the DFKD er-
rors are located

When studying the proportion of EchoDFKD(DFKD) er-
rors Our analysis observed that the total error is concen-
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Figure 4. Proportion of squared errors as a function of test set
percentage.

trated within a small portion of the test set. As depicted in
Figure [ the cumulative proportion of errors remains low
for most of the test data, with a steep increase occurring
in the final 15% of the dataset. This indicates that EchoD-
FKD performs well across most of the test set, and the errors
are predominantly localized to a specific subset.

5. Scaling law

In Figures [5] and [] we represented how 1-meanloU, 1-
Dice score and aFDgp+aFDggscale with model weight.
We observe that we reach a limit in performance around
IM parameters.

We obtain a log-slope of 0.15 for aFD versus human
choice, 0.086 for aFD versus EchoCLIP, 0.16 for dice score,
0.11 for meanloU. For comparison, in the regime with real
data, aFD improves with a log-slope of 0.124 with human as
a reference, 0.07 with EchoCLIP reference, 0.067 in mean-
IoU, and 0.088 in dice score. The slopes could provide in-
sight into the dimension of the Riemannian manifold cre-
ated by the model to handle its task. Still, it might be neces-
sary to focus on precisely characterizing the boundary be-
tween the linear and saturation regimes and determining the
theoretical limit with great precision to shift the logarithm
instead of starting at 0 or 100%. We can at least observe
that the slopes are steeper when training on synthetic data.
Since the slopes tends to be inversely proportional to the di-
mensions of the surfaces [6]], this is consistent with the idea
that synthetic data tends to be less complex than real data.

6. First frames convergence

We mentioned in Section 4 of the main paper that one
of the limitations of EchoDFKD was the few first frames
for the model to converge to the solution, as depicted in

Figure In most cases, we can encounter that prob-
lem by taking the most significant connected component or
prepadding the sequence to make the inferences converge.

7. Multi-teacher

Being able to accumulate multiple teachers to form a co-
hort opens up several possibilities, upon which the oppor-
tunity to refine target masks through ensemble learning and
the ability to extend the single-task framework to multi-task
learning [2].

Ensemble learning may require substantial computa-
tional resources for the model selection phase [3] and algo-
rithms more sophisticated than simple averaging for com-
bining the masks. Numerous variations of the standard
STAPLE [7] algorithm have been adapted to address the
specificities of a segmentation task.

Here, we focus on the potential of multi-task learning.
We trained our model to replicate the left ventricle masks of
DeepLabV3 from Echonet Dynamics (as in the rest of the
paper) and the right ventricle masks from another model,
EchoGAN. While EchoGAN can also generate left ventricle
masks, it is less precise than DeepLabV3 trained on Echonet
Dynamics, having been trained on ten times fewer exam-
ples. We achieved performance comparable to the main
experiment for left ventricle segmentation while simultane-
ously providing our model with a basic capability in right
ventricle segmentation. For illustrative purposes, we show
some outputs of the student model trained to segment the
two ventricles in Figure[8]

8. Inference on CAMUS dataset

The performance of EchoDFKD on CAMUS dataset
is reported in Table [} Despite its small size and short
sequences, which penalize our model’s warm-up require-
ments, compared to SimLvSeg Dice score (0.906), EchoD-
FKD still performs well (0.852) even though it’s trained on
synthetic data with far fewer parameters.

Bl B2 B3 B4
11 20.68% 68.89% 68.41% 73.37%

oy 12 3364%  66.44% 70.70% 75.08%
caniot 13 5829%  64.46% 70.09% 72.69%
4 63.63% 4981% 72.66% 73.56%

11 2950% 8029% 79.95% 83.65%

Dice seore 12 67:38%  7821% 81.77%  85.21%
! 3 7223% 7620% 81.55% 85.03%
4 76.65% 62.08% 83.23% 84.17%

Table 1. Traditional performance metrics across EchoDFKD con-
figurations, on the CAMUS dataset.
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Figure 5. Scaling laws with humans as annotators.
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Figure 6. Scaling laws with EchoCLIP as annotator.

Slow initial convergence

Figure 7. 2 examples of slow convergence.



(a)

Figure 8. EchoDFKD outputs when trained to segment the two
ventricles.
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