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1. Background Concepts

Fixations are the periods (points) when the eyes remain

relatively still, focusing on a point in the visual field to

gather detailed information. They provide insights into cog-

nitive processing, with longer fixations indicating areas of

interest or complexity requiring more attention [4].

Visual angle refers to the dimensions of retinal features

described in terms of the projected size of a scene, measured

in degrees. From this degree (e.g. one degree visual angle),

we can convert it to pixels. In EGD [7] and REFLACX [1],

visual angle is given under pixel units.

2. Fixation Coverage Distribution

By calculating the distribution of area ratio based on the

lung area versus the covered fixation heatmap, we realize

that this observation happens on most samples in the cur-

rent radiology eye-tracking datasets (EGD and REFLACX),

as shown in Figure 1a(a). After Section 3 in the main pa-

per, we again plot the distribution, Figure 1b, to show that

we scale down the covered area down to mostly 35-60%,

indicating that the filtered fixations are focusing on more

specific areas.

3. Details of Finding-Anatomy Relation Matrix

The matrix details are shown in Table 1. For every

anatomy in the matrix, we can get several important infor-

mation: its bounding box, the findings associated with it,

and the radiology report about it. In our work, we use this

relationship to get all bounding boxes for every finding.

4. Addtional Details for GazeSearch’s Usage

Validation

4.1. Temporal Classifier

The Temporal Classifier [7] is designed to integrate both

image data and temporal fixation heatmaps for classifica-

tion purposes, providing a richer context than using image

data alone. Figure 2 shows the architecture of Temporal

Classifier, including Image Encoding: step (blue), Fixation

Heatmap Encoding (green), and Classifying (orange).
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(a) Heatmap area ratio distribution of free-viewing data.
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(b) Heatmap area ratio distribution of filtered data.

Figure 1. Histograms of heatmap area ratios. The frequency in-

dicates how many times a particular ratio appears. The ratio itself

is calculated by dividing the area of the heatmap within the lung

area(ratio = heatmap area/lung area). The majority of attention

heatmaps from free-view fixations cover more than 80% of the

lung area (a). In contrast, the covered area in (b) is smaller com-

pared to (a), but it is not drastically reduced.

Input: The image Ii is accompanied by a sequence of

n temporal fixation heatmaps, hi = hi

k

n

k=1
. Each heatmap
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Table 1. Finding-Anatomy Relation Matrix Details. For every anatomy (row), it may (Yes) or may not (No) contains some clues regarding

the radiology findings (columns). For example, “cardiomegaly” can only be seen if we look at “cardiac silhouette” or “mediastinum”

regions. The radiology findings are the 13 abnormal findings from CheXpert [6]. The anatomies are the 27 common anatomies from Chest

ImaGenome [13].

Anatomies enlarged cardiomediastinum cardiomegaly lung opacity lung lesion edema consolidation pneumonia atelectasis pneumothorax pleural effusion pleural other fracture support devices

aortic arch Yes No No No No No No No No No No No No

cardiac silhouette Yes Yes No No yes No No No No no No No Yes

carina No No No No No No No No No No No No Yes

mediastinum Yes Yes no no yes no no no no no No no Yes

upper mediastinum Yes no no no yes no No No no no No No Yes

cavoatrial junction No No No No No No No No No No No No Yes

trachea yes No No no No No No No No no No No Yes

left apical zone No No Yes Yes Yes Yes yes No Yes Yes Yes no Yes

left clavicle No No No no No No No No no No No Yes no

left costophrenic angle No No Yes Yes Yes Yes Yes Yes Yes Yes Yes no yes

left hemidiaphragm No No Yes Yes Yes yes yes Yes yes Yes yes No Yes

left hilar structures No No Yes Yes Yes Yes Yes no no no No No Yes

left lower lung zone No No Yes Yes Yes Yes Yes Yes Yes Yes Yes no Yes

left lung No No Yes Yes Yes Yes Yes Yes Yes Yes Yes no Yes

left mid lung zone No No Yes Yes Yes Yes Yes Yes yes Yes Yes No yes

left upper lung zone No No Yes Yes Yes Yes Yes Yes Yes Yes yes No Yes

right apical zone No No Yes Yes Yes Yes yes no Yes Yes Yes no Yes

right atrium No No No No No No No No No No No No Yes

right clavicle No No No no No No No No no No No Yes no

right costophrenic angle No No Yes Yes Yes Yes Yes Yes Yes Yes Yes no Yes

right hemidiaphragm No No Yes Yes yes Yes Yes Yes yes Yes yes No Yes

right hilar structures No No Yes Yes Yes Yes Yes no no no No No Yes

right lower lung zone No No Yes Yes Yes Yes Yes Yes Yes Yes Yes no Yes

right lung No No Yes Yes Yes Yes Yes Yes Yes Yes Yes no Yes

right mid lung zone No No Yes Yes Yes Yes Yes Yes yes Yes yes no yes

right upper lung zone No No Yes Yes Yes Yes Yes Yes Yes Yes yes No yes

svc No No No No No No No No no No No No Yes
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Figure 2. The architecture of Temporal Classifier (Section 4.1).

hi

k
is generated by applying a Gaussian kernel with a sigma

equivalent to two degrees of visual angle to the correspond-

ing fixation point f i

k
= (xk, yk). For further details, refer

to [7, 9].

Image Encoding: The image I is processed through

XRayNet [7], a 64-channel convolutional layer (kernel size

7, stride 2), max-pooling, batch normalization, and a fully-

connected layer with 128 units, resulting in a fixed vector

representation of the image, denoted vi.

Fixation Heatmap Encoding: Each heatmap hi

k
is sim-

ilarly processed by a shared instance of XRayNet, tailored

specifically for heatmap encoding. These encoded heatmap

features are then passed through a one-layer bidirectional

LSTM equipped with a self-attention mechanism to sum-

marize the temporal sequence, resulting in a representation

denoted ui.

Classifying: Now, both the image and heatmap represen-

tations are concatenated as [vi, ui], and this combined data

flows into the final classification layer.

The Naive Classifier is Temporal Classifier, but without

the Fixation Heatmap Encoding step. In other words, the

Naive Classifier is a simple CNN classifier that only uses

CXR I as the input.

4.2. Implementation Details

Classification Data: We structure GazeSearch as a

multi-label classification dataset. Given a sample, the

model predicts whether a specific finding exists or not.

Training: We strictly follow Karargyris et al. [7] to use

the Adam [8] optimizer, with an initial learning rate set to

0.001, adjusted via a triangular schedule with fixed decay, a

batch size of 16, and a dropout rate of 0.5.

The results, as seen in the main paper’s Table 1, agree

with the conclusion from the original paper [7], that it high-

lights the importance of incorporating temporal free-view

fixation data. However, the mean heatmap coverage (mHC)

of the temporal free-view fixations goes above 90% of the

lung area. In contrast, our data processing pipeline (main

paper’s Section 3) reduces coverage by more than half, but

the benefit of temporal information remains the same, sug-

gesting its robustness.

5. Additional Details for Comapred Methods

This section provides more technical details for Section

5.1 in the main paper. IRL [14], FFMs [16], and HAT [15]

are trained from scratch using their published implemen-



Table 2. Ablation study of selecting Feature Extractor feature

maps as low and high resolution.

Method ScanMatch ↑
MultiMatch ↑ SED ↓ STDE ↑

l h w/o Dur. w/ Dur.

1 3 0.3295 0.2219 0.79445 4.8997 0.8076

1 2 0.3220 0.2205 0.7886 5.0122 0.8065

2 4 0.3302 0.2230 0.79545 4.8945 0.8077

2 3 0.3240 0.2206 0.78835 5.0089 0.8061

3 4 0.3280 0.2212 0.79105 4.9875 0.8066

1 4 0.3321 0.2232 0.79815 4.8831 0.8089

tation. However, Gazeformer [11], GazeformerISP [3],

ChenLSTM [2], and ChenLSTM-ISP [3] need to be mod-

ified in order to work in medical domain.

• Gazeformer and Gazeformer-ISP use pretrained

Resnet-50 [5] and RoBERTa [10] as their visual and

text encoder. As these modules are from general do-

main, we must change them to work properly. In this

case, we use BiomedCLIP [17], trained on more than

15 million pair medical image - text, as it has both vi-

sual encoder and text encoder.

• ChenLSTM and ChenLSTM-ISP require a VQA

Model. According to [2,3], this VQA module is equiv-

alent to object detection module for visual search task.

Specifically, Chen et al. [2, 3] use CenterNet [18] for

both architectures. Because EGD and REFLACX do

not provide annotation bounding boxes for all find-

ings. We use the pretrained CenterNet published

in the VinBigData Chest X-ray Abnormalities Detec-

tion challenge [12] (0.30 mAP@0.5). Note that, a

0.30 mAP@0.5 represents the current state-of-the-art

for VinBigData Chest X-ray Abnormalities Detection

dataset. For CheXpert findings that are not detected,

CenterNet is configured to predict the bounding box

for the entire lung.

Finally, we follow the published implementation from

each method’s original article.

6. Contribution of different Feature Extractor

levels

In Section 4 of our main paper, we choose the low res-

olution feature map P l to be P 1 (l = 1) and high resolu-

tion feature map Ph (h = 4) to be Ph based on the Gaze-

Search’s validation results. We notice that as l and h are

further apart, the performance slightly increase. Table 2

shows all combinations of l and h from 1 to 4 on the test

set, demonstrating a similar trend.

7. Additional Qualitative Results

In this section, we extend our comparison of Chest-

Search to various state-of-the-art (SOTA) methods across

different findings (Figure 3), different SOTAs from the main

paper (Figure 4), and other chest X-ray (CXR) images from

our test set (Figure 5). Overall, ChestSearch demonstrates

the ability to learn and predict scanpaths similar to those

of radiologists, outperforming other SOTA models from the

general domain.

Figure 3 compares ChestSearch with ChenLSTM-ISP,

Gazeformer, Gazeformer-ISP, and HAT on the remaining

findings (Figure 4 in our main paper provides 4 findings).

To give more details, here are the radiology reports:

• First row (Enlarged cardiomediastinum): “A large di-

lated, debris-filled, possibly fluid-filled esophagus is

again appreciated, abutting the right mediastinum, in

this patient with known achalasia.”

• Second row (Fracture): “Multiple remote right-sided

rib fractures are again noted.”

• Third row (Lung opacity): “Frontal and lateral views

of the chest demonstrate low lung volumes and bibasi-

lar opacities. Bibasilar opacities in the setting of low

lung volumes could represent atelectasis, but multifo-

cal infection is also a possibility.”

• Fourth row (Pleural effusion): “Moderate bilateral

pleural effusions, stable on the right, decreased on the

left.”

• Fifth row (Pleural other): “Left lateral basilar pleural

thickening is unchanged.”

• Sixth row (Pneumonia): “Multiple focal patchy opaci-

ties are seen in the bilateral lungs, concerning for mul-

tifocal pneumonia.”

• Seventh row (Pneumothorax): “ Right pneumothorax

post surgery with three chest tubes in place.”

• Eighth row (Consolidation): “There is persistent

airspace consolidation in the right mid lung and right

medial lung base which may reflect residual pneumo-

nia/aspiration.”

• Nineth row (Support devices): “Enteric tube is now

seen with side-port just past the GE junction. Endotra-

cheal tube tip is 4.9 cm from the carina. ”

Figure 4 compares ChestSearch with IRL and FFMs on

the same samples as in Figure 4 of our main paper. Here are

the radiology reports:

• First row (Atelectasis): “Patchy left basilar opacity

suggests minor unchanged atelectasis.”

• Second row (Cardiomegaly): “Mediastinum: Stable

cardiomegaly.”
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Figure 3. Additional qualitative results of ChestSearch (Ours), Gazeformer, GazeformerISP, ChenLSTMISP, and HAT. Each circle repre-

sents a fixation, with the number and radius indicating its order and duration, respectively. As HAT only predicts 2D coordinates, we let all

predicted fixations of HAT have the same radius.



• Third row (Consolidation): “There is persistent

airspace consolidation in the right mid lung and right

medial lung base which may reflect residual pneumo-

nia/aspiration.”

• Fourth row (Edema): “There are indistinct pulmonary

vascular markings suggestive of a component of inter-

stitial edema. Findings suggestive of mild interstitial

edema.”

• Fifth row (Lung lesion): “Second nodular opacity in

the left upper lung field is unchanged from . A

nodular opacity in the left upper lung better delineated

on the CT scan from is concerning for malignancy

and should undergo further diagnostic workup.”

• Sixth row (Pneumothorax): “Right pneumothorax post

surgery with three chest tubes in place.”

Figure 5 compares ChestSearch with ChenLSTM-ISP,

Gazeformer, Gazeformer-ISP, and HAT on other samples.

Here are the radiology reports:

• First row (Lung lesion): “Persistent ill-defined nodu-

lar opacities with an upper lobe predominance, which

may be slightly progressed when compared to the prior

study.”

• Second row (Lung lesion): “Stability of the right mid-

dle lobe calcified nodule.”

• Third row (Pneumothorax): ‘There is a 8-10 mm right

apical pneumothorax without evidence of tension.”

• Fourth row (Pneumothorax): “There has been no sig-

nificant interval change in a small left apical pneu-

mothorax.”

• Fifth row (Support devices): “Left-sided pacer is noted

with leads terminating in the right atrium and right

ventricle.”

• Sixth row (Atelectasis): “Streaky bibasilar opacities

likely reflect atelectasis.”

• Seventh row (Atelectasis): “Bibasilar atelectasis is

mild to moderate.”

• Eighth row (Atelectasis): “Dense consolidation that

developed in the left lower lobe on is unchanged, ei-

ther atelectasis or pneumonia, but likely related to aspi-

ration. There is more atelectasis at the right lung base

today and early interstitial edema at both lung bases

has worsened.”

• Nineth row (Cardiomegaly): “The cardiac silhouette is

mildly enlarged.”

Figure 6 also compares ChestSearch with ChenLSTM-

ISP, Gazeformer, Gazeformer-ISP, and HAT on other sam-

ples. Here are the radiology reports:

• First row (Cardiomegaly): “Continued enlargement

of the cardiac silhouette with mild elevation of

pulmonary venous pressure and bibasilar atelectatic

changes.”

• Second row (Cardiomegaly): “The heart size is en-

larged.”

• Third row (Consolidation): “There is increased retro-

cardiac density consistent with left lower lobe collapse

and/or consolidation, unchanged.”

• Fourth row (Consolidation): “No change in the right

lower lung consolidation is demonstrated. Left basal

opacity appears to be unchanged as well, less extensive

as compared to the right lower lobe.”

• Fifth row (Consolidation): “Right lower lobe pneu-

monic consolidation is unchanged.”

• Sixth row (Fracture): “Multiple left-sided rib fractures

are again noted.”

• Seventh row (Lung lesion): “Right hilar opacity likely

related to pneumonia though underlying lesion cannot

be excluded.”

• Eighth row (Lung lesion): “Left upper lobe collapse is

due to a large lobulated left hilar mass obstructing the

upper lobe bronchus.”

• Nineth row (Pneumothorax): “Tiny right apical pneu-

mothorax is newly apparent.”
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Figure 4. Additional qualitative results of ChestSearch (Ours), IRL, and FFMs. IRL and FFMs only predict 2D coordinates, the same as

HAT, so we let their fixations have the same radius.
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Figure 5. Additional qualitative results of ChestSearch (Ours), Gazeformer, GazeformerISP, ChenLSTMISP, and HAT. Findings are Car-

diomegaly, Atelectasis, Support Devices, Lung lesion, and Pneumothorax.
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Figure 6. Additional qualitative results of ChestSearch (Ours), Gazeformer, GazeformerISP, ChenLSTMISP, and HAT on another set of

samples. Findings are Cardiomegaly, Consolidation, Fracture, Lung lesion, and Pneumothorax.
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