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A. Additional results
Fig. 12 compares our method with other progres-

sive models regarding Multiscale structural similarity index
measure (MS-SSIM) [1] on Kodak. While slightly outper-
formed by Jeon overall, we maintain complexity improve-
ments noted in the main manuscript. Part of the future work
will be to focus on perceptual metrics. Fig. 13 shows the
distribution of the bpps against the quality of the reconstruc-
tion in terms of the mean squared error (MSE) when varying
q. As is evident, at lower bitrates, the length of the bitstream
increases exponentially with the chosen percentile values q
used to generate progressive masks. This trend is logical
because initially we include points with higher standard de-
viations, which contain more information but require more
bits for storage. In contrast, as q increases and approaches
the maximum value (100), only points with a lower standard
deviation are omitted, which however have minimal impact
on the final bitstream. Figures 14 (a,b) show GFLOPs and
the time to decode using a CPU on Kodak.
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Figure 12. bbp vs. MS-SSIM curve against existing progressive
sotas models on Kodak: Proposed, Jeon, Lee, and JPEG2000.

Figures 15,16 are image reconstruction from Kodak.
Figures 17,18 are from CLIC validation dataset, with some
latent representations across various qualities.

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
q

0.0

7.1

14.3

21.4

28.6

35.7

42.9

50.0

57.1

64.3

71.4

78.6

85.7

92.9

100.0

bp
p 

(%
) First REM

Second REM
Third REM

3.004

3.514

4.023

4.533

5.042

5.552

6.061

6.571

7.081

7.590

8.100

8.609

9.119

9.628

10.138

m
se

*1
04

Figure 13. Distribution of the bpps (orange) and MSE (green)
when varying q on Kodak.
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Figure 14. GFLOPs and decoding time complexity on CPU (a,b)
vs. Jeon et al., considering different subranges on Kodak.
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(a) Input: bpp/PSNR/ % of bpp (b) base: 0.16/32.93/37 (c) q=0.5:0.17/32.25/39.5

(d) q=10:0.32/35.62/74 (e) q=25: 0.38/36.84/88 (f) q=10: 0.43/37.48/100

Figure 15. Reconstruction of Kodim07 from kodak dataset using proposed method.

(a) Input: bpp/PSNR/ % of bpp (b) base: 0.096/33.33/34 (c) q=0.5:0.109/33.79/41.9

(d) q=10:0.22/37.40/84.6 (e) q=25: 0.24/37.89/92.3 (f) q=10: 0.26/37.96/100

Figure 16. Reconstruction of Kodim23 from kodak dataset using proposed method.



(a) Input image

(b) Base std (c) Base channel (d) Rec. (0.08,34.14)

(e) mask at q=0.5 (f) std at q=0.5 (g) channel at q=0.5 (h) Rec (0.09,34.54)

(i) mask at q=7.5 (j) std at q=7.5 (k) channel at q=7.5 (l) Rec. (0.18,37.15)

(m) Mask at q=20 (n) std at q=20 (o) channel at q=20 (p) Rec. (0.21,38.04)

(q) Std at q=100 (top). (r) channel at q=100 (top) (s) Rec. (0.23,38.3)

Figure 17. Final reconstruction with latent representations for different qualities, which varies through the raws.



(a) Input image

(b) Base std (c) Base channel (d) Rec. (0.05,35.45)

(e) mask at q=0.5 (f) std at q=0.5 (g) channel at q=0.5 (h) Rec (0.06,35.92)

(i) mask at q=10 (j) std at q=10 (k) channel at q=10 (l) Rec. (0.13,38.81)

(m) Mask at q=15 (n) std at q=15 (o) channel at q=15 (p) Rec. (0.14,38.86)

(q) Std at q=100 (top). (r) channel at q=100 (top) (s) Rec. (0.142,38.88)

Figure 18. Final reconstruction with latent representations for different qualities, which varies through the raws.


