— Supplementary Material —

Appendix

In this appendix, we provide supplementary technical
details and experiments that could not fit within the main
manuscript. We present detailed information about all ref-
erence datasets used, encompassing training and validation
samples, in Section 1. All the information about the CNN
model training procedure, as well as details about all the hy-
perparameters used during training and validation, is shown
in Section 2. Lastly, we present qualitative visualization
results, encompassing synthetic images generated by the
AGA , GradCam visualization heatmaps for enhanced ex-
plainability, and UMAP plots depicting feature clusters to
assess the quality of generated image features in Section 3 .

1. Additional Dataset Details

In this section, we present additional details about all
the representative datasets we used to evaluate our pro-
posed method AGA . We use the ImageNetl0 dataset,
which is a subset of the original ImageNet dataset [ 1] with
10 different classes. These are chickadee (n01592084),
water ouzel (n01601694), loggerhead (n01664065), box
turtle (n01669191), garter snake (n01735189), sea snake
(n01751748), black and gold garden spider (n01773157),
tick (n01776313), ptarmigan (n01796340), prairie chicken
(n01798484). We use the training and validation sets from
ImageNet [ 1] for these 10 classes. We also utilize the iWild-
Cam [2] dataset, which contains a large collection of global
camera trap images of 7 different classes of background,
elephant, impala, cattle, zebra, dik-dik, and giraffe, and the
CUB [3] dataset, a fine-grained classification set of 200 bird
species from Flickr. We maintain the same data distribution
ratio as in the previous work [4] for the train and test sets to
ensure a fair comparison. To show the robustness and gener-
alization capability of our method, we additionally use two
other datasets named ImageNet-Sketch [5] and ImageNet-
V2 [6], where ImageNet-Sketch is the sketch version and
ImageNet-V2 is the reproduced version of ImageNet. We
utilize ImageNet-Sketch and ImageNet-V2 to validate the
robustness of AGA against out-of-distribution samples. The
number of training and validation images used for evalua-
tion is presented in Table 1.

Table 1. Number of train and validation samples for all the rep-
resentative datasets utilized in AGA . We use ’-’ to denote the ab-
sence of training samples on the ImageNet-Sketch and ImageNet-
V2 datasets. These datasets are used for out-of-distribution vali-
dation to assess the robustness of the AGA framework.

Dataset Name No. of Images
Training Validation
ImageNet10 [1] 13046 500
iWildCam [2] 6052 8483
CUB [3] 4994 5794
ImageNet-Sketch [5] - 511
ImageNet-V2 [6] - 102

2. Training and Hyperparameter Details

Our automatic image augmentation framework AGA
starts by separating the main subjects in the image using
segmentation methods. Then, it uses a large language model
(LLM) to generate different captions of backgrounds. These
captions are fed into a vision model like Stable Diffusion
to create various backgrounds. In the end, AGA combines
the separated subjects with the newly created backgrounds.
We utilize a Llama-2-13B-GPTQ from Hugging-Face [7]
to create background image captions and Stable Diffusion
XL [8] text-to-image model to generate background image,
with default hyperparameters.

After the generation of augmented images we evalu-
ate the quality of the additional data samples using several
CNN classifier models. We employ ResNet variants 18, 50,
101, 152 as the classification models for training. We train
these CNN models from scratch using PyTorch’s standard
training script [9] which includes PyTorch’s default hyper-
parameter set [10]. All the hyperparameter values used for
CNN classifier training are presented in Table 2. We train all
the classifier models multiple times and report the average
performance. While training these CNN models, we care-
fully addressed the issue of overfitting. We often refer to
the maximum classifier accuracy for any epoch by avoiding
overfitting. We ensure this by using the training and vali-
dation loss. We train all the models in such a way that the
difference between the training and validation loss is min-
imized. The training and validation losses of ImageNet10
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Figure 1. Training loss, validation loss, and accuracy curve for the base model for real data samples and the AGA model for augmented
datasamples of ImageNet 10. The training and validation losses exhibit downward trends for both the base and AGA model training, with
the validation loss remaining relatively stable and not showing a significant upward trend. This indicates that the models are generalizing

well to unseen data and do not show signs of overfitting.

training are presented in Figure 1, with real data shown in la
and augmented data in 1b. The x-axis represents the num-
ber of epochs, and the y-axis represents both accuracy and
loss values. In both cases, the red vertical dashed line rep-
resents the epoch at which we achieve the maximum val-
idation accuracy. We observe that both training and vali-
dation losses exhibit downward trends in Figure 1 for both
base and AGA model training. No such scenario is detected
where training loss keeps decreasing while validation loss
starts to increase. The validation loss remains relatively sta-
ble and doesn’t show a significant upward trend. This in-
dicates the model is generalizing well to unseen data and
clearly shows no signs of overfitting.

3. Additional Results

We present additional synthetic images generated by
AGA in Section 3.1. We also exhibit more GradCam visu-
alization results to demonstrate the improved explainability
of the classifier model trained with augmented data sam-
ples compared to one trained with only real samples in Sec-
tion 3.2. Moreover, we display the CNN model-extracted
features in a UMAP plot, showing feature clusters for dif-
ferent classes of real and augmented images in Section 3.3.

3.1. Additional Synthetic Images

We present more generated images from real image with
diverse backgrounds. Figure 2, 3 and 4 display multiples

Table 2. Training Details of ResNet Models

Model Parameter

ResNet-{18,50,101,152}

Epochs

Batch Size
Optimizer
Momentum
Learning Rate
Learning Rate Scheduler
Learning Step Size
Gamma Parameter
Weight Decay
Interpolation

Loss Function

100

32

Stochastic Gradient Descent (SGD)
0.9

0.1

StepLR

30

0.1

le-4

Bilinear

CrossEntropyLoss

synthetic images generated by AGA using ImageNet10 and
CUB traing image samples.
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Figure 2. The figure displays the original image samples from CUB and the generated images using AGA .
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Figure 3. The figure displays the original image samples from ImageNet10 and the generated images using AGA .



Original Generated Images with Diverse Background
A

Figure 4. The figure displays the original image samples from ImageNet10 and the generated images using AGA .



3.2. GradCam Visualization Results

We present additional GradCam visualization results
here to show the explanable capability of the base model
and AGA model for ImageNet 10. The base model classi-
fier is trained with only the real images of the ImageNet10
dataset, but the AGA model is trained with real images as
well as augmented images generated by the AGA method.

Baseline
A

AGA
A

We demonstrate several validation dataset samples of
ImageNetl10 that are misclassified by base model in Fig-
ure 5. On the other hand, the AGA model correctly clas-
sified these data samples, and the following GradCam vi-
sualizations reveal that the baseline model often focuses on
irrelevant pixels, whereas the AGA-trained model more ac-
curately targets pixels within the subject area.

Original Baseline AGA
A A A

Figure 5. The figure displays additional GradCam visualization results for ImageNet10 dataset.
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(b) Features extracted from augmented images generated by AGA

Figure 6. UMAP plot of feature clusters of five distinct classes of
ImageNet10 dataset where features are extracted from last layer of
ResNet-50 model.



