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1. Video Replication in SOTA video generation
model

Video sample replication is a significant challenge in
state-of-the-art models, especially when models and their
training datasets are not publicly accessible. In our re-
search, we typically analyze generated videos from project
websites and compare them to the closest matches in their
training data. This becomes more complicated when the
training datasets themselves are not available. In this analy-
sis, we focus on the VideoFusion [2] model, a recent state-
of-the-art example where the generated videos are not ac-
cessible. To address this, we use screenshots from the
model’s research paper, representing the generated videos,
and match them with the training dataset. Our findings, as
illustrated in Figure 1, reveal that even the latest models are
susceptible to replicating videos from their training data.
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Figure 1. The highest similarities identified within the UCF-101
dataset compared against outputs generated by an unconditional
video generation approach, utilizing VideoFusion [2]. The gener-
ated videos are sourced from the research paper.

2. More Qualitative Examples of Video Repli-
cation

In this section, we present additional qualitative exam-
ples of video replication from various video diffusion mod-
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Figure 2. The highest similarities identified within the UCF-101
dataset compared against outputs generated by an unconditional
video generation approach, utilizing LVDM [1]. The generated
videos are sourced from the project website.

RealGenerated

Figure 3. The highest similarities identified within the UCF-101
dataset compared against outputs generated by an unconditional
video generation approach, utilizing VIDM [3]. The generated
videos are sourced from the project website.

els. We examine two distinct types of models: a general
video diffusion model operating in the pixel domain [3] and
a latent diffusion model [1]. Figures 3 and 2 provide exam-
ples of replication observed in both cases, showcasing the
phenomenon across different model architectures.
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2.1. Discussion on Replication in Video Diffusion
Models

Video diffusion models demonstrate a higher suscepti-
bility to replication compared to image diffusion models,
making the originality of generated videos a relatively un-
explored area. This raises important questions about the
extent to which these models can produce original content.
Replication tendencies are evident in both short and long-
form videos generated by these models. We propose that
if the generated videos lack realism (as seen in models like
MakeAVideo [4], LVDM T2V [1], etc.), they are less likely
to be replicas. This observation suggests a shift in the focus
of current research in this field.
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