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1. Dataset & Settings
CrisisMMD [2] is widely recognised multimodal crisis

dataset. This dataset extracted from the social platform
named as Twitter, comprises images and textual content re-
lated to seven major disasters from 2017, including hurri-
canes, earthquakes, floods, and wildfires. It is divided into
three distinct tasks: Task 1 aims to classify image-text pairs
as informative or non-informative. Task 2 focuses on cat-
egorizing the impact of the event into five classes: vehi-
cle damage, infrastructure damage, affected individuals (in-
juries, fatalities, missing, found, etc.), rescue efforts, and
others. Task 3 is dedicated to assessing severity, categoriz-
ing it as severe, mild, or little/no damage. We conduct our
evaluations of these tasks under two distinct setups, akin
to the state-of-the-art (SOTA) method described in [1]. In
Setting A, our model is trained exclusively on image-text
pairs that share identical labels, ensuring a consistent label
match between pairs during training. Conversely, Setting
B is more inclusive, allowing for the training on all types
of labeled image-text pairs, regardless of label consistency.
However, the testing data in Setting B is aligned to mirror
the conditions of Setting A, to maintain comparability in
evaluation metrics. The statistics of train, validation, and
test data set for each task and setting is detailed in Table
1, providing a clear view of how the data is segmented and
utilized in each experimental framework.

Table 1. Dataset distribution across various split, tasks and set-
tings.

Setting Task Train Val Test Total

A
Task 1 9601 1573 1534 12708
Task 2 2874 477 451 3802
Task 3 2461 529 530 3520

B Task 1 13608 1573 1534 16715
Task 2 8348 477 451 9276

2. Experimental Setup & Evaluation Metrics
We configured our model training across various tasks

and settings using parameters viz. base learning rate of
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2 × 10−3, decay rate of 10X, batch size of 8, Adam op-
timizer with β1 = 0.9, β2 = 0.999, ϵ = 1×10−4, λ1 = 0.4
& λ2 = 0.6, and total epochs of 50. Parameters for the
graph and text transformers are consistent with those speci-
fied in the original studies [3, 4]. For the masking encoder,
we have retained the model with same parameter combina-
tions as used in [6] along with encoder depth of 32, image
size of 228, and patch size of 14. These models are run
on NVIDIA A30 with 24 GB of GPU memory. As part of
textual pre-processing, symbols such as ’@’, ’#’ and hyper-
links are removed. The model’s performance is assessed
using metrics such as classification accuracy, macro F1-
score, weighted F1-score, and MTMS (Multi-task Model
Strength) [5].
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