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Abstract

In Sec. 1, we present more qualitative results in addi-
tion to Fig. 4 and Fig. 5 and Fig. 8 of the main text. In
Sec. 2, we visualize how DreamBlend advances the pareto
front for more example subjects from DreamBooth bench-
mark, in addition to Fig. 7 of the main text. In Sec. 3, we
explain details of the human preference studies conducted,
present examples of the user interface used and validate
statistical significance. In Sec. 4, we present the effects
of varying the cross attention guidance and classifier-free
guidance. In Sec. 5, we present some implementation de-
tails. In Sec. 6, we present comparisons to non-fine-tuning
based text-to-image personalization methods.

1. More qualitative results
In Fig. 12, we present more results, in addition to Fig.

4 of the main text. In Fig. 13, we present more results in
addition to Fig. 5 of the main text. In Fig. 20, we present
more results with SDXL backbone, in addition to Fig. 8 of
the main paper.

2. DreamBlend advances the pareto front
In Fig. 14, we visualize how DreamBlend advances the

pareto front for more example subjects from the Dream-
Booth benchmark, in addition to Fig. 7 of the main text.

3. Human preference study
Two user studies were performed, assessing overall pref-

erence and diversity, comparing our approach to Dream-
Booth and Custom Diffusion. An example interface used
for these studies is shown in Fig. 15. In the overall pref-
erence study shown in Fig. 15a, users chose between an
image generated by our method and a baseline method for
the same text prompt, considering both subject and prompt
fidelity. In the diversity study shown in Fig. 15b, users se-
lected the more diverse collection of four images between

Preference study Chi-square statistic P-value

Ours over DB Overall 24.40 7.82e-07
Ours over DB Diversity 17.62 2.70e-05
Ours over CD Overall 42.86 5.88e-11
Ours over CD Diversity 78.27 8.97e-19

Table 3. Results of Chi-square goodness of fit tests on human
preference study results. The P-value is very low in all studies.

our method and a baseline. They were asked to consider
both subject fidelity and prompt fidelity and select the col-
lection of images which is more diverse in terms of back-
grounds, subject poses, etc. For example, in Fig. 15b, the
images in the left collection have very similar backgrounds
while the images in the right collection are more diverse.
The studies comprised of 1000 questions, each question was
answered by an average of six people and the order was ran-
domized.

Statistical tests were performed to verify the statistical
significance of each study and all results were found to be
statistically significant. The results of one-sample binomial
test with confidence intervals are summarized in Tab. 4. The
results of Chi-square goodness of fit test are summarized in
Tab. 3.

4. Effect of varying cross attention guidance
and classifier-free guidance

In Fig. 16, we present more examples of the effect of
varying cross attention guidance scale, in addition to Fig. 9
of the main text. In Fig. 17, we present the effect of vary-
ing both cross attention guidance scale and classifier-free
guidance, for the same guidance and edit models.

5. Implementation details
For experiments in Sec. 5 of the main text, we use the

pre-trained Stable Diffusion v1.5 model [33] and the SDXL
model [?]. We use the HuggingFace Diffusers [41] imple-
mentation and the hyperparameters recommended by the



Input Overfit Underfit Ours

a backpack∗ on a cobblestone street

Input Overfit Underfit Ours

a teddy∗ floating in an ocean of milk

a dog∗ on the beach a cat∗ wearing a rainbow scarf

a toy∗ on top of the sidewalk in a crowded street a candle∗ in the snow

a dog∗ wearing a red hat a backpack∗ with the Eiffel Tower in the background

a teapot∗ with a city in the background a stuffed animal∗ with a mountain in the background

Figure 12. Guided Image Synthesis: Across various subjects and prompts, our approach successfully preserves the layout of the reference
underfit image as well as the identity of the input subject. Images generated by the Overfit (Edit) and Underfit (Guidance) models used in
our approach are shown for reference.

Preference study Study result Binomial p value CI (ours) CI (baseline)

Ours over DB Overall 61.11 2.51e-12 [58.08, 64.13] [35.87, 41.92]
Ours over DB Diversity 61.82 2.51e-09 [58.05, 65.58] [34.42, 41.95]
Ours over CD Overall 70.16 2.44e-20 [66.21, 74.10] [25.90, 33.79]
Ours over CD Diversity 72.70 1.46e-35 [69.47, 75.94] [24.06, 30.53]

Table 4. Results of one-sample binomial tests on human preference study results. CI denotes the 95% Adjusted Wald Confidence Intervals.
The lower bound of the CI for our approach is greater than 50% in all studies. Also, the confidence intervals for our approach and those
for the baseline approach are well separated in all studies. Further, the exact binomial p value is very low in all studies.
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a toy∗ with a blue house in the background

a bowl∗ on top of a dirt road

a teddy∗ with a blue house in the background

a backpack∗ on a cobblestone street

a candle∗ on top of a white rug

Figure 13. Comparison with prior works: Our approach successfully generates images with better subject fidelity, prompt fidelity and
diversity on challenging prompts.

authors. For DreamBooth, we use a learning rate of 5e−6

and the rare token “sks” to represent the specific subject dur-
ing fine-tuning. For Custom Diffusion, we use a learning
rate of 1e−5, scaled with effective batch size. For regular-
ization, we use 1000 images of the subject’s category gen-
erated by the pre-trained model, with a prior preservation
weight of 1.0. We use 50 steps of DDIM forward process
for all methods.

We apply our approach, DreamBlend, on results of clas-
sical DreamBooth tuning, full fine-tuning for SDv1.5 and
LoRA for SDXL. For all subjects, we designate the mod-
els at step 100 and step 200 as edit models and all models
with lower steps as guidance models. For the step 100 edit
model, we use a classifier-free guidance scale of 3.0 and a
cross attention guidance scale of 0.1 while for the step 200
edit model, we use 2.0 and 0.07, respectively. As the step



(a) cat (b) dog2

(c) colorful sneaker (d) dog8

(e) fancy boot (f) monster toy

(g) pink sunglasses (h) wolf plushie

Figure 14. Image alignment (DINO) - text alignment (CLIP-T)
space spanned by densely sampled operating points of Dream-
Booth (gray), Custom Diffusion (red) and our method (green) for
example subjects. Our method advances the pareto front, offering
operating points unavailable to existing methods.

200 model has learnt the subject better, it can achieve higher
subject fidelity with lower classifier-free guidance.

For calculating metrics, we use the CLIP [30] ViT-B/32
model for CLIP-I and CLIP-T and DINO [2] ViT-S/16
model for DINO metric. Prior to computing text embed-
dings, we remove any rare token, such as “sks” from the
prompt.

6. Comparison with non-fine-tuning based ap-
proaches

In this section, we present qualitative comparisons to
non-fine-tuning based methods, in addition to Fig. 6 of the

main paper. Comparisons to Textual Inversion and BLIP-
Diffusion are in Fig. 18. Comparisons to IP-Adapter and
AnyDoor are in Fig. 19. For Textual Inversion, we trained
the word embedding for the recommended 3000 steps, log-
ging results every 500 steps and present the best results. For
AnyDoor, we generated the background images using the
pre-trained StableDiffusion model and used CLIPSeg [23]
to generate the segmentation masks.



(a) Overall preference study (b) Diversity study

Figure 15. Human preference study interface
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a boot∗ in the jungle

a stuffed animal∗ on the beach

Figure 16. Effect of cross attention guidance scale α, for the same guidance and edit models and classifier-free guidance

Input Overfit Underfit

(a) Input training image, overfit (edit) image and underfit (guidance) image

α = 0.0 α = 0.1 α = 0.2

gs = 2.0

gs = 3.0

gs = 4.0

(b) Our results varying classifier-free guidance scale (gs) and cross attention
guidance scale (α)

Figure 17. Effect of varying classifier-free guidance scale (gs) and cross attention guidance scale (α) for the same guidance and edit
models and prompt “a stuffed animal∗ on the beach”. Increasing classifier-free guidance improves subject fidelity, while increasing cross
attention guidance increases adherence to the layout of the underfit (guidance) image.
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a toy∗ with a blue house in the background

a backpack∗ on a cobblestone street

a dog∗ on a beach

Figure 18. Comparison with non-fine-tuning based methods Textual Inversion and BLIP-Diffusion

Input Ours IP-Adapter AnyDoor

a sneaker∗ on the beach

a toy∗ in the jungle

a cat∗ wearing pink glasses

Figure 19. Comparison with non-fine-tuning based methods IP-Adapter and AnyDoor
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a teapot∗ with a city in the background

a candle∗ with a mountain in the background

Figure 20. Qualitative results on SDXL backbone
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