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In the supplementary material, the RAW-Diffusion
hyper-parameters and the training details for object detec-
tion with Faster R-CNN and YOLOVS are described. Fur-
thermore, we provide additional quantitative and qualitative
results for the RGB2RAW reconstruction and downstream
object detection experiments.

1. Hyper-parameters

The hyper-parameters for the training, architecture, and
diffusion process of RAW-Diffusion are detailed in Tab. [T}
The number of base features is denoted by Ngearures and the
number of groups used in the group normalization is de-
noted by Nnorm,Groups- Further implementation details can
be found in the published code:
https://github.com/SonyResearch/R AW-Diftusion.

2. Object Detection Training Details

The experiments are performed using a Faster R-CNN
[10] and YOLOvVS [5]]. Faster R-CNN has a ResNet-50
backbone pretrained on ImageNet, and it is trained with
RGB and RAW images normalized using the correspond-
ing mean and standard deviation of the dataset. We apply
random flip, random resize, and cropping as data augmenta-
tion, use an image size of 416 x 640, and train the network
for 48 epochs. In particular, for YOLOvVS, the images are
normalized to [0, 1], we use the same size of 416 x 640, and
the model is finetuned from a COCO [7]] pretrained check-
point for 10 epochs using random flip augmentation. In ad-
dition, the RAW images are reduced to three channels by
averaging the two green channels.

For the generation of the RAW datasets (Cityscapes-
RAW and BDDIOOK-RAW) from large-scale RGB
datasets, SRISP and RAW-Diffusion are trained on the im-
ages of the object detection datasets with a limited number
of samples. When combining the original NOD images and
the generated datasets, pge, is set to 0.95.
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3. Qualitative RGB2RAW Results

Additional qualitative RAW reconstruction results are
shown in Fig. [ The comparison includes all methods,
i.e., U-Net [2], UPI [1]], InvGrayscale [11]], InvISP [12],
InvISP™ [[12], ISPLess [3], ISPLess™ [3]], CycleR2R [6],
RISPNet [4]], Diffusion [8]], SRISP [9], and RAW-Diffusion.

4. Detailed Object Detection Results

In Tab. [12] and Tab. extended object detection re-
sults are presented using Faster R-CNN and YOLOVS, re-
spectively. Performance metrics, including AP, APs5q,
APr5, APs, APy, and APy, are detailed. The experi-
ments evaluate the adaptation performance on the target do-
main by training on a limited subset of 100 sample from
the original NOD, denoted by RGB and RAW, respec-
tively, and the combination with the generated datasets by
SRISP and RAW-Diffusion, i.e., Cityscapes-RAW (SRISP),
BDDI100K-RAW (SRISP), Cityscapes-RAW (ours), and
BDD100K-RAW (ours).

Additionally, the zero-shot performance is shown in
Tab. [T4]and Tab. [I5]using Faster R-CNN and YOLOVS, re-
spectively. The models are trained exclusively on the gen-
erated RAW datasets and evaluated on the test set of NOD.

5. Qualitative Object Detection Results

In Fig. [/} qualitative results from different object detec-
tion models using Faster R-CNN are presented. The models
are trained on RGB images, RAW images, or a combination
with the generated datasets. The experiment shows the ad-
vantages of RAW images compared to RGB images, espe-
cially in low-light scenarios. Furthermore, the integration
of the generated RAW datasets, i.e., Cityscapes-RAW and
BDDI100K-RAW generated by SRISP and RAW-Diffusion,
improves the precision.


https://github.com/SonyResearch/RAW-Diffusion

6. Training on RGB datasets for object detec-

tion on RAW images

We analyze if object detection performance on RAW im-
ages improves by directly adding RGB samples to the orig-
inal RAW training set instead of adding converted RAW
images. The results of this experiment on NOD Nikon
with Cityscapes and BDD100K, respectively, are shown
in Tab. [I6] Adding RGB training samples does not im-
prove object detection performance as much as our gen-
erated RAW dataset. This highlights that the quality and
distribution of the training dataset are crucial.

Table 11. Hyper-parameters of RAW-Diffusion.

Hyper-parameter Value

Training Steps 70k

Optimizer AdamW, £=[0.9, 0.999]
Training Weight Decay 0.0

Learning Rate 0.0001, linearly decreasing to zero

Batch Size 4

Nj ResBlocks 2

Nj Features 32

Feature Expansion (1,1,2,2,4,4)
Architecture  NNorm,Groups 8

Attention Block Resolutions 16 x 16,8 x 8

NGM ResBlocks 4

C(GM,Fcaturcs 64

e Schedule Linear, 51 = 0.0001 to S = 0.02

Diffusion Steps 1000




Table 12. Object detection results using Faster R-CNN that is trained using 100 NOD training samples (RGB and RAW). Additionally,
Cityscapes-RAW and BDD100K-RAW generated by SRISP and RAW-Diffusion are integrated. The best result is shown in bold, and the
second best underlined.

NOD Nikon
Training Dataset AP APs5o AP75 APs APy APp
RGB 19.1z02  36.8204 17.7:06 2.0:01 16.8x04 44.6x03
RAW 18.2202  35.3202 17.1202 1.6x00 159x02 43.1x03

RAW + Cityscapes-RAW (SRISP) | 23.0:06 43.9:04 21.9:15 2.5:01 21.4+06 49.8:14
RAW + BDD100K-RAW (SRISP) | 24.2:03 45.7:04 22.6:07 29203 21.7:03 51.8+12
RAW + Cityscapes-RAW (ours) 24.7:03 46.3:06 23.9:02 3.7:03 22.8:06 52.1:009
RAW + BDD100K-RAW (ours) 26.5:03 49.3z05 25.3:05 4402 23.9:04 54.6:06

NOD Sony
Training Dataset AP APs5o AP~5 APs APy AP
RGB 19.2:05 38.2:08 17.6:05 1.1x02 18.4+09 38.2z06
RAW 18.0z01  35.8:03 16.3204 1.1x03 16.6:01 36.8+03

RAW + Cityscapes-RAW (SRISP) | 23.1x04 46.9:04 20.0:01 2.0z02 21.3:10 44.4:0.1
RAW + BDD100K-RAW (SRISP) | 26.0z02 50.5:06 24.2:05 3.1z05 24.4:03 46.8:06
RAW + Cityscapes-RAW (ours) 26.2:03  50.6:06 24.9:04 3.4:05 25.4:06 46.9:07
RAW + BDD100K-RAW (ours) 28.6:01 55.2+04 26.4:03 4.2:01 27.7:04 49.6:03

Table 13. Object detection results using YOLOv8 evaluating the performance on 100 NOD training samples (RGB and RAW) and the
integration of Cityscapes-RAW and BDD100K-RAW generated by SRISP and RAW-Diffusion.

NOD Nikon
Training Dataset AP APs5o AP~5 APs APy AP
RGB 22717 32910 22.5:218  1.7¢03  19.6:21  55.9:41
RAW 25.6z02  45.1z01  25.6203 2.3:01 21.6:x03 62.4x01

RAW + Cityscapes-RAW (SRISP) | 29.1x01  48.6:02 29.4:01 3.1x01  25.3x01  66.0:04
RAW + BDD100K-RAW (SRISP) | 32.0:03 53.1:05 32.1:04 4.2:02 28.6202 68.7:05
RAW + Cityscapes-RAW (ours) 29.9:03  50.2:05 30.7x07 3.3:z01  26.6203 66.4x03
RAW + BDD100K-RAW (ours) 32.6:01  54.3:02  32.6:07 4.9:01  29.0:03 69.2:02

NOD Sony
Training Dataset AP APs5o AP~5 APs APy APL
RGB 18.4:03 33.8x02 18.4:04 19z00 15.5:20 47.3:81
RAW 27.6z04 49.3202 27.0x09 1.6:02 23.0:01 57.9:05

RAW + Cityscapes-RAW (SRISP) | 29.5x04 51.7:z06 29.1x07 2.9x03 25.2:x02  58.0:16
RAW + BDD100K-RAW (SRISP) | 32.0:07 55.3:08 31.6:08 3.2+00 29.5+05  60.0+1.2
RAW + Cityscapes-RAW (ours) 31.0z03 54.8:05 31.0x05 3.2:01 27.0s03 60.6x04
RAW + BDD100K-RAW (ours) 33.6:01 58.3:02 33.8:00 4.2:00 31.0:01 61.9:0.1
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Figure 6. Qualitative results on FiveK Canon (top), NOD Nikon (middle), and NOD Sony (bottom). The reconstructed RAW image and
the error map are presented for each method. The RAW images are shown with a gamma correction of 1/2.2 for visualization.




Table 14. Zero-shot object detection results using Faster R-CNN. The models are trained exclusively on the generated datasets and evaluated
on the NOD test set.

NOD Nikon
Training Dataset AP APso APrs APs APwm APL

Cityscapes-RAW (SRISP) | 7.7z10  16.8+27  6.4206  0.4202  9.5x07  23.8:14
BDDI100K-RAW (SRISP) | 18.4:03 35.9:03 15.8:05 2.5:x02 16.7x06 38.1:02
Cityscapes-RAW (ours) 12.0:07  23.4+16 114205 1.5x04 11.2x07  26.8:17
BDD100K-RAW (ours) 22.0:0.1  43.1:03 18.8:05 3.5:02 20.8:02 43.4:07

NOD Sony
Training Dataset AP APs5o AP7s APs APy AP

Cityscapes-RAW (SRISP) | 3.8:1.1 9.31238 2.6:05  0.2:01 4706 14.1217
BDDI100K-RAW (SRISP) | 16.9:06 34.2:06 14.5:08  .8203  15.6z06 30.2+09
Cityscapes-RAW (ours) 13.7+13  29.4:23  11.7x08 1.9:01 13.5:15  26.5:25
BDD100K-RAW (ours) 21.6:01  43.7:04 18.7:02 3302 20.9:02 37.2:04

Table 15. Zero-shot object detection results using YOLOvVS. The models are trained exclusively on the generated datasets and evaluated
on the NOD test set.

NOD Nikon
Training Dataset AP APs5o AP7s APs APwm APy

Cityscapes-RAW (SRISP) | 19.1:08 33.5z12  19.0:08 1.7:02 17.2x04 48.9120
BDDI100K-RAW (SRISP) | 25.2+12 439126 24.3:11  3.1x02 239413  53.8:238
Cityscapes-RAW (ours) 25.8+07  44.1x08 25.7+10 2.7:02 23.1x04 58.8+19
BDDI100K-RAW (ours) 28.8:06 49.8:00 27.6:09 4.3:04 26.8:01 59.9:2.1

NOD Sony
Training Dataset AP APs5g APrs APg APum AP,

Cityscapes-RAW (SRISP) | 17.4:10 34.0:13 16.2:16  1.8x01  15.8:06 39.7:23
BDD100K-RAW (SRISP) | 24.0:14 43.6127 23.1:13  2.2:02 22.8:16 45.5:202
Cityscapes-RAW (ours) 26.1:05 48.8:01  25.0:12  2.6:01  23.4:03  53.6:17
BDD100K-RAW (ours) 29.2:06 53.6:10 28.1:11  4.0:03 27.3:04 54.4:19

Table 16. Analysis of integrating the original RGB dataset and our generated RAW dataset. The Average Precision (AP) is shown for each
experiment.

Training Dataset Faster R-CNN  YOLOv8
RAW 18.2102 25.8:0.5
RAW + Cityscapes-RGB 23.00.2 26.1x03
RAW + BDD100K-RGB 24.5:03 27.3x03
RAW + Cityscapes-RAW (ours) 24.7:03 29.9x03

RAW + BDD100K-RAW (ours) 26.5:03 32.6+0.1
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Figure 7. Qualitative object detection results from various models on the test set of NOD Nikon (first and second row) and Sony (third and
forth row).
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