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A. Contents of the Supplementary Material
In this supplementary material, we present the following

details:

• Section B provides detailed information on the dataset
used in the experiments. We also discuss our imple-
mentation setup for the proposed LGQAVE.

• We study the effects of various loss functions used in
the design of our proposed LGQAVE in Section C.

• To showcase the performance of our proposed
LGQAVE qualitatively, we present visualization re-
sults in Section D.

• Finally, in Section E, we summarize the list of vari-
ables used in the proposal of LGQAVE.

B. Dataset and Implementation details
B.1. Dataset overview

Table 1 provides an overview of the datasets used in
our experiments. These datasets span various domains
and question-answering formats, each contributing to the
evaluation of different aspects of video question answer-
ing (VQA). NExT-QA [8] focuses on causal and tempo-
ral reasoning with 5.4K videos and 48K question-answer
pairs. TGIF-QA [2] is divided into three distinct tasks:
Repetition Action, State Transition, and Frame QA, each
with varying amounts of video and question data. STAR-
QA [6], with its 5K videos and 60K questions, emphasizes
situated reasoning. Causal-VidQA [4] pushes the bound-
aries of evidence-based and commonsense reasoning with

a large dataset comprising 26.9K videos and 161.4K ques-
tions. Lastly, MSRVTT-QA [9], focusing on visual recog-
nition, provides an extensive dataset of 10K videos and
244K question-answer pairs. These datasets cover a broad
spectrum of reasoning tasks and question-answering struc-
tures, which ensures the robustness and generalizability of
our model.

B.2. Implementation details

We processed each video by decoding it into frames and
selecting 32 frames per video. These frames were split into
8 clips, each containing 4 frames, as described in [7]. To
extract features, we used the pre-trained CLIP model ViT-
B/32 [5], setting the embeddings to 100 tokens per frame
and padding with empty tokens if needed. Object detection
was performed using the MiniGPT model [10], which pro-
duced up to 10 graphs per clip, with any unused graphs left
empty. The graph model has two layers with hidden states
of size 512, and the transformer module uses one layer with
8 self-attention heads. For edge transformations in the Q-
DGT, the self-attention heads are reduced to 5. Frames were
selected for further processing based on a cross-attention
score greater than 0.4 (β > 0.4). We used a decay factor
of γ = 0.9 when computing the final feature representa-
tion, Ffinal. In multiple-choice QA, wrong options were
used as negative samples, while in open-ended QA, negative
samples included answers from other questions and difficult
negatives from the same category. The model was regular-
ized with a parameter λ̃ = 1 and trained using the Adam
optimizer [3]. We started with a learning rate of 5 × 10−5,
which decreased over time using a cosine annealing sched-
ule. The batch size was set to 64, and the model was trained



Table 1. Overview of the datasets used in the experiments.

Dataset #Videos/#QAs Train Val Test
NExT-QA [8] 5.4K / 48K 3.8K / 34K 0.6K / 5K 1K / 9K
TGIF-QA [2] 91.8K / 134.7K 79.2K / 112.6K - 12.5K / 22.2K
ActivityNet-QA [1] 5.8K/58K 4.64K /46.4K - 1.16K/11.6K
STAR-QA [6] 5K / 60K 3K / 46K 1K / 7K 1K / 7K
Causal-VidQA [4] 26.9K / 161.4K 18.8K / 112.7K 2.7K / 16.0K 5.4K / 32.6K
MSRVTT-QA [9] 10K / 244K 6.5K / 159K 0.5K / 12K 3K / 73K

for up to 30 epochs, depending on the dataset.

C. Ablation Study on Loss Functions
We conducted a detailed ablation study to assess how

different components of our composite loss function affect
performance in video question answering (VQA) tasks. The
plots in Figure 1 show the performance across four major
datasets: NextQA, CausalQA, MSRVTT, and StarQA, us-
ing different configurations of the loss functions. As de-
scribed in the main paper, the composite loss function con-
sists of two key components, i.e.,
a) Lvq, captures the direct interaction between the video and
the question.
b) Lvqa, accounts for the multi-modal interaction between
the video, the question, and the multiple-choice options or
the answer in an open-ended scenario. To balance the con-
tributions of these components, we introduce a regulariza-
tion factor λ. This leads to the combined loss function:

L = Lvqa + λLvq. (1)

The bar graph shows the performance of the model on
the following configurations:

• Lvq alone: Represented in cyan, this configuration
uses only the video-question interaction term.

• Lvqa alone: Represented in light blue, it captures the
interaction between the video, question, and multiple-
choice options.

• Lvqa + λLvq: Represented in blue, this configuration
combines both loss terms with a balancing parameter
λ.

From the results shown in Figure 1, we observe that our
proposed LGQAVE performs the worst when trained only
with Lvq loss across all datasets. In contrast, training with
Lvqa loss, which captures the multimodal interaction be-
tween the video and the question, shows better performance
compared to using only Lvqa loss. Specifically, the perfor-
mance improves significantly with Lvqa, especially on the
CasualQA and StarQA datasets. This indicates that interac-
tions between the video, question, and multiple-choice op-
tions are crucial for accurate question answering.

Figure 1. Effect of loss functions on our LGQAVE model.

We further combine both losses, Lvq and Lvqa, using the
regularization factor λ, as described in Equation 1. This
combined loss function achieves the highest accuracy on
the NextQA and MSRVTT datasets, highlighting the com-
plementary benefits of both loss terms. Our ablation study
demonstrates the effectiveness of using a composite loss
function that integrates both video-question interaction and
the more complex multimodal interactions. Incorporating
Lvqa significantly enhances model performance, while λ
helps balance the contributions of Lvq and Lvqa, refining the
overall results.

D. Additional visual results

We showcase the qualitative results of our proposed
LGQAVE and compare it with state-of-the-art methods in
Figure 2. These results demonstrate the model’s ability to
handle a wide range of video questions, from basic recog-
nition tasks to more advanced reasoning challenges. For



instance, as illustrated in Figure 2, when asked about a sce-
nario involving a man in a black jacket climbing a hill, the
model successfully identified the relevant video segment de-
picting the action and generated the correct answer. This
highlights the capability of model to recognize the video
context and the specific action relevant to the question.

In another example, when presented with a question
about a trainer’s actions, the model responded with ”Feed-
ing the turtles.” This response reflects the model’s summa-
rization of the video, likely due to the turtles’ activity be-
ing more prominent over time. However, in reality, the
trainer is seated farther away, feeding a dog. This scenario
illustrates the model’s growing proficiency in understand-
ing questions, though it occasionally prioritizes dominant
visual cues over subtle actions. Moreover, the model effec-
tively handled complex, multi-object, and multi-action sce-
narios. For example, in a video featuring a woman speak-
ing, a dog sitting, and another woman eating, the model ac-
curately selected the pertinent segments to answer the ques-
tion. This reinforces the model’s ability to reason across
multiple events and objects, successfully detecting and in-
terpreting simultaneous actions.

These visual results confirm the model’s improved ques-
tion comprehension and its ability to provide accurate an-
swers based on the relevant temporal segments. They
also support the quantitative improvements observed across
datasets, demonstrating a robust understanding of video-
question interactions. We further discuss the qualitative
effects of different modules incorporated in our LGQAVE
model in Figure 3. This includes modules such as the
sampling module, complete graph, question-aware graph,
global features, and local features. We observe that the sam-
pling module, question-aware graph, and global and local
features generate more relevant answers for the video and
question queries compared to other settings.

E. Table of variables
Table 2 provides a comprehensive list of the key vari-

ables used in this paper. The ”Description” column outlines
the specific roles and applications of each variable within
our model, offering clarity on their function and relevance.
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Variable Description
V t
i The video frame at the tth time step for the ith instance. Dimensions are

H ×W × 3, where H is height and W is width.
Ti The total number of frames in the ith video instance.
fv Frozen CLIP image encoder used to extract visual features from frames.
Et

i Visual features extracted from V t
i using fv . Dimension is RN×C , where

N is the number of patches and C is the feature dimension.
p The patch size for splitting the image into patches.
N Number of image patches, calculated as N = H

p × W
p .

C Embedding dimension of visual features.
Qi Text-guided query representation for the question Qi, extracted using a

pre-trained RoBERTa model.
M Number of query tokens in the question representation.
Ẽt

i Projected visual features after passing Et
i through the learnable projec-

tion layer ϕe.
Q̃i Projected question features after passing Qi through the learnable pro-

jection layer ϕq .
st Cross-attention score between question Q̃i and visual features Ẽt

i of
frame V t

i , used to select relevant frames.
β Predefined threshold value for frame selection based on st.
Vi Set of selected frames from the ith video, based on the cross-attention

score st.
Bt′

i Bounding boxes around objects relevant to the question in frame V t′

i ,
generated by MiniGPT-4.

F t′

o Region of Interest (RoI)-aligned object appearance features for each
object in frame V t′

i .
F t′

s Spatial locations of objects in frame V t′

i .
F t′

I Frame-level feature representing the overall context of the frame V t′

i .
Gt′

i Frame-specific graph for frame V t′

i , constructed using object bounding
boxes and frame context.

At′ Node set for the frame-specific graph Gt′

i .
Rt′ Edge weights in the frame-specific graph Gt′

i , calculated using self-
attention on object features.

Q̂ Masked question embedding used in the Q-DGT module.
F t′

local Local representation for frame V t′

i , derived from the Q-DGT module.
Fglobal Global video representation, aggregating spatial and temporal represen-

tations from all frames.
ZQ̂ Textual embeddings of the question, projected into the textual informa-

tion space.
Ffinal Final video representation, obtained by merging global and local repre-

sentations using cross-attention.
Â Predicted answer for the question, based on similarity between Ffinal

and pre-encoded answer representations.

Table 2. Table of variables and descriptions used in the LGQAVE framework.



What was the man in black jacket doing ?

Climbing a hill

VideoChat

CoVGT Climbing

Hiking

VideoLlama

Spectating the climberLGQAVE

What is the trainer doing initially?

Feeding the turtles

VideoChat

CoVGT Sitting

Speaking

VideoLlama

Playing with a dogLGQAVE

What actions are taking place in the video?

A women is speaking and a dog is sitting

VideoChat

CoVGT Speaking, walking

A women is speaking

VideoLlama

A dog is sitting , a women is speaking , another women is eatingLGQAVE

Figure 2. Visual examples of model performance on various video question answering tasks. The model demonstrates its ability to select
relevant video segments based on the question and answer accordingly, handling both simple and complex scenarios.



                                                                                                                                             

What is the woman doing ?

Sampling
Module

Complete
Graph

Question
Aware
Graph

Global
Features

Local
Features

Answer

Cooking

Watching the play

Running after kids

Sitting on sofa

Sitting on sofa and
reading a book

What does the women in green jacket doing ?

Sampling
Module

Complete
Graph

Question
Aware
Graph

Global
Features

Local
Features

Answer

Running in a playground

Running with dog 

Training the dog

Spectating the training

Standing in the ground
and spectating the dog

run

Figure 3. Ablation study of different components showing the strength of our model and the precise answers produced while using all the
components. Inaccurate answers when missing various components show their importance.
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