
TaxaBind: Supplementary Material

Figure 1. Additional results for species image to satellite image retrieval task. For each example, we show the top 4 most similar satellite
images retrieved by our model from a gallery of 100k satellite images in the iSatNat-test set.

A. Retrieval Results
Here we provide additional cross-modal retrieval results

of TaxaBind on our TaxaBench-8k dataset (Table 1). It is
observed that the retrieval performance improves when em-
beddings from different modalities are added together. We
also present six examples of ground-level image-to-satellite
image retrieval (Figure 1). For each example, we present the
top-4 most similar satellite images retrieved by our model.
We also present range map predicted by our model for Abies
balsamea in Figure 3.

B. Datasets
Here we provide additional details about the datasets

used for training and evaluating our models.

B.1. Training Datasets

iSatNat. This dataset was built by collecting Sentinel-2
Level 2A imagery corresponding to each geolocation in the
iNaturalist-2021 dataset. We used the training and valida-
tion splits of the dataset and dropped the testing split since
it lacked the ground-truth labels. We used the validation
split as the unseen testing set. We created a 90:10 split of
the training dataset to create the final training and valida-
tion sets. Lastly, we applied a minimal filter to remove all
the samples lacking geolocation entry.

iSoundNat. Using the iNaturalist platform, we filtered all
the observations with audio recordings and ground-level im-
ages to date. We then removed all corrupted audio record-
ings and converted them to a common format (m4a). This
resulted in a total of 88,130 observations. We then used a
stratified sampling technique to split the dataset into 85:5:10
(train, validation, test) ratio. The spatial distribution of the
dataset is shown in Figure 2.
WorldClim 2.1. This dataset consists of 19 bioclimatic
variables and an additional elevation map. All the channels
are scaled to a resolution of 5 arc minutes.

C. Evaluation Datasets
TaxaBench-8k. We extended the testing split of iSound-

Nat by downloading Sentinel-2 Level 2A imagery corre-
sponding to each location in the split. This dataset is used
for evaluating our models on zero-shot image classification
and cross-modal retrieval. The spatial distribution of the
dataset is shown in Figure 2c.
Birds525 [1]. This dataset consists of images of bird
species across 525 categories. Each image features a sin-
gle bird species. To evaluate our models, we use the testing
split of the dataset which consists of 2,625 samples.
CUB-200-2011 [2]. This dataset consists of images of 200
bird species. We use the testing split of the dataset which
contains 5,794 images.
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Method Modality R@1 R@5 R@10

Random Baseline - 0.01 0.05 0.11

TaxaBind

1.87 7.23 12.02
1.34 5.42 9.26
1.00 4.10 7.75
2.03 8.16 13.66
2.39 8.80 14.74
2.22 11.26 19.40
3.25 14.18 23.52

Table 1. Additional retrieval results on our TaxaBench-8k dataset.

(a) Train (b) Validation (c) Taxabench-8k

Figure 2. Geographic locations of samples in the training, validation and testing splits of iSoundNat.

BioCLIP-Rare [3]. This dataset was used for the eval-
uation of BioCLIP. It contains 400 species categories not
present in the TreeOfLife-10M dataset.
BirdCLEF-2022 [4]. This dataset contains audio record-
ings of rare bird species in Hawaii. We use the training split
of the dataset which contains annotations. In total, there
are 14,852 audio recordings across 141 categories. We use
stratified sampling to split the dataset into 85:5:10 (train,
validation, test) ratios.
BirdCLEF-2023 [5]. This dataset contains audio record-
ings of bird species in Kenya. We use the training split
of the dataset which contains annotations. In total, there
are 16,941 audio recordings across 264 categories. We use
stratified sampling to split the dataset into 85:5:10 (train,
validation, test) ratios.
BirdCLEF-2024 [6]. This dataset contains audio record-
ings of bird species in Western Ghats, India. We use the
training split of the dataset which contains annotations. In
total, there are 24,459 audio recordings across 182 cate-
gories. We use stratified sampling to split the dataset into
85:5:10 (train, validation, test) ratios.
Ecoregions. We use the ecoregion map from [7]. The map

consists of 846 distinct categories of ecoregions. We ran-
domly sample 100k points around the globe. We split the
points into 85:5:10 (train, validation, test) ratio. Then we
perform linear probing on our model and report top-1 clas-
sification accuracy on the testing split.
Biome. We use the biome map from [7]. The map con-
sists of 14 distinct categories of biomes. We randomly sam-

ple 100k points around the globe. We split the points into
85:5:10 (train, validation, test) ratio. Then we perform lin-
ear probing on our model and report top-1 classification ac-
curacy on the testing split.
GeoPlant [8]. This dataset consists of the presence-
absence of plant species across different countries in Eu-
rope. The dataset additionally contains presence-only ob-
servations from GBIF. We use only the presence-absence
split which contains 88,783 unique locations. We use strat-
ified sampling using country labels to split the set into
85:5:10 (train, validation, test) ratios. For each location, the
dataset contains the presence of multiple species. We use
SatBird’s [9] training procedure and predict the presence-
absence of species at each of the locations.
SatBird [9]. This dataset contains the presence-absence
checklist of bird species in two regions: the USA and
Kenya. The dataset for the USA is further divided into two
seasons: summer and winter. Each location in the dataset is
associated with a multispectral Sentinel-2 satellite image.

D. Ethics and Limitations
The models built are a proof-of-concept for demonstrat-

ing the benefits of combining multiple modalities for solv-
ing ecological problems. Care must be taken when utilizing
our models for real-life applications. Additional validation
may be necessary before deploying our models. We recog-
nize that the datasets used for training and evaluation may
have some spatial bias. However, the goal of this work is
not to specifically tackle the issue of spatial bias, but rather
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Figure 3. Range map of Abies balsamea using a query ground-level image and combination of various modalities across the USA.

to utilize and understand patterns in multiple modalities.
We observe that incorporating additional modalities into the
framework helps to implicitly account for this bias in the
data.
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