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1. Dataset Deails

In our main manuscript, we employ three three street-
view datasets: San Francisco Misson Bay, Block small
(MatrixCity), and Block A (MatrixCity) to evaluate our
method performance in street scenes. Here we introduce
the details of these three street datasets.

1.1. San Francisco Misson Bay

The San Francisco Misson Bay dataset is a street view
dataset proposed by Block-NeRF [3]. This dataset is
collected by an autonomous driving collection vehicle
equipped with 12 cameras and contains approximately 12k
images from 1.2km length street view. Different cameras
in this public dataset are not accurately registered. In or-
der to avoid the error from the unregistered cameras, we opt
for the training images of the camera with camera ID of 69
among the 12 cameras in the training set. Similarly, we fil-
ter out the images with camera ID of 69 from the test set for
evaluation. It is worth noting that our setting in this dataset
is only 1/12 sparse compared to the original Block-NeRF
paper, hence our metrics on the test set are lower than those
reported in the original Block-NeRF.

1.2. MatrixCity

MatrixCity is a synthetic large-scale urban dataset built
on Unreal Engine [2] where researchers of MatrixCity have
constructed two cities in the virtual world: Big-City and
Small-City, and have collected 67k aerial images and 452k
street view images, covering a total urban area of 28km2.
MatrixCity provided a street view benchmark for Block A
and Block small in small cities, hence we also employ
these two datasets for comparison. MatrixCity releases two
versions of the two datasets, including the dense version
(0.5m sampling interval and the sparse version (5m sam-
pling interval). Since the Blcok A is a large street scene, a
dense sampling with too many images (20k images) would
lead to an excessively long training time. Whereas, the
Block small is relatively small, with only 1.5k images in
the dense version. Thus, we opt for 0.5m interval version for
Block small. All the metrics in our experiments are evalu-
ated on the test views provided by MatrixCity.

2. Detailed Configurations of Experiments

We compare Mega-NeRF [5] and Switch-NeRF [7] on
aerial scenes. Since the code for both methods is pub-
licly accessible, we directly utilize the checkpoints pro-
vided by these two methods to obtain the comparative re-
sults presented in our main document. As the scale of the
aerial scenes in our experiment is roughly the same, we use
identical configurations for our GF-NeRF across five aerial
scenes, with specific settings detailed in Table 1 (GF-NeRF,
Aerial-All).

On street-view scenes, we conduct comparisons between
F2-NeRF [6], Block-NeRF [3], and GF-NeRF. We em-
ploy the official implementation of F2-NeRF, while for
Block-NeRF since the code is not publicly available, we
implement a version ourselves. Specifically, we imple-
ment Block-NeRF in nerfstudio using nerfacto as the base-
NeRF [4]. Unlike Mip-NeRF [1], nerfacto employs a hash
table to store scene features instead of MLP. As Matrix-
City lacks explicit geographical data for block partition-
ing, in our self-implemented Block-NeRF, we adopt the
same block partitioning method as our GF-NeRF, i.e., bal-
anced clustering algorithm. To ensure consistency among
blocks during rendering, we calculate the nearest three
blocks based on the rendering camera position and render
them separately. Finally, we perform weighted composit-
ing based on the reciprocal of the distances to the centers of
these three blocks to get the final color.

The geographical extents covered by the three street-
view scenes selected in our paper vary significantly. Hence,
we use different configurations for each scene, with specific
parameters outlined in Table. 1. As the scene Block-A cov-
ers the largest area, we utilize a large number of blocks,
hash table size, and batch size to ensure that NeRF’s ca-
pacity is sufficient to store the entire scene and can be ade-
quately trained. Ablation experiments are conducted on the
Misson Bay Dataset, with all parameters except the ablation
module being consistent with those listed in Table. 1.
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Table 1. Detailed configurations of compared methods on different
scenes.

Method Dataset
Number of

Blocks Global Steps
Focal (Block)

Steps Batch Size
Hash Table Size

(log2)

F2-NeRF
Street-Misson / 400k / 8192 21

Street-Block A / 500k / 16384 23
Street-Block small / 400k / 8192 21

Block-NeRF
Street-Misson 10 / 30k 8192 21

Street-Block A 15 / 30k 16384 23
Street-Block small 10 / 30k 8192 21

GF-NeRF

Aerials-All 15 100k 30k 8192 21
Street-Misson 10 100k 30k 8192 21

Street-Block A 15 50k 30k 16384 23
Street-Block small 10 100k 30k 8192 21
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