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1. Qualitative Comparison (Mainly for Deblur-
ring)

Due to space limitations in the main text, we present
some qualitative results in this supplementary material. Fig-
ures | and 2 show a qualitative comparison of BOLP and
PSLD in removing Gaussian blur. It can be observed that
PSLD often generates strange white noise point clouds,
whereas BOLP does not have this issue. We believe this
is because BOLP can eliminate such unusual white noise
by correcting the sampling path used in PSLD. Figure 3
demonstrates that BOLP achieves excellent restoration re-
sults across various tasks, including inpainting, deblurring,
and super-resolution, and can be applied to any image,
whether it is a face, a dog, or a natural scene.

2. Detailed Description of Other Algorithms
Compared with BOLP

The notations used in this material are consistent with
those in the main text.

In the main text, BOLP is mainly compared with
three other algorithms, namely latent DPS (LDPS) [1, 2],
PSLD [2], and ReSample [3]. . We summarize the details
of these three algorithms in Algorithms 1, 2, and 3 respec-
tively.

3. Tweedie’s Formula and Posterior Condi-
tional Sampling Score in Latent Space

In this section, we mainly derive Tweedie’s formula and
posterior conditional sampling fraction when the observed
signal is in pixel domain and the diffusion model is in latent
domain.

By Bayes’ theorem, we have

Vz, logp(z:]y) = Vg, logp(z:) + Va, logp(y|z:). (1)

Therefore, the most important thing is to derive p(y|z:).
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Algorithm 1 Image restoration with latent DPS

Input and initialization: N,z ~ N(0, 1), eg(xp,,tn, C)
the pre-trained latent diffusion generative model.
l:forn=N,N—-1,---,1
2:  # Predict z, using eg.

z§ \/% [zn — /1= @neg(zn,tn,c)].

3:  # Calculate the coefficients of z§ and z,,.

L, — \/ml(l_;infl)’ and Lo \/?i—&l"ﬁn.
4:  # Update z.

Zp—1 ¢ MOZ§ + fnZn + one, where e ~ N(0, ).
5. #DPS

Zp—1 < anl - nnvzn
Output: D(Z).

y — H(D(z)]-

Algorithm 2 Image restoration with PSLD

Input and initialization: N, xy =y, €y(xy,, t,, c) from
trained latent models.
l:forn=N,N—-1,---,1
2:  #Predict z{ using eg.
z§ \/% [zn —1- @neg(zn,tn,c)].

3:  #Calculate the coefficients of z§ and z,,.

[in Wl(];;a—l)’ and 119 \/ﬁﬁw
4:  #Update z.

Zp_1 MOZ(E) + UnZp + one,

where e ~ N (0, I).
5:  # DPS vanilla extension,

in—l — Zn—l - nnvzn Yy — H(D(ZB)H

6:  # Gluing of z,

Zp—1 «— in—l -
YnVa, |26 — EH Ty + (I — HH)D(z))||-
Output: D(zg).

From forward diffusion, we know
B 1 |z — \/o’znon2
P(zn|20) = G — a2 P ( 20— a) .
(2
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Figure 1. Qualitative comparison of Gaussian deblurring effects using different algorithms on FFHQ. PSLD generates small white noise
points that do not exist, while our BOLP does not have this problem. It is best to zoom in and view in color.

So By integrating z, we get p(z,,)

p(zn‘ZO) = pO(Zn) exp(ng(zn) - ¢(ZO))7 3)
where

1 Zn 2
Pl = G ay (‘%) @

(6) —

T(zn) = 752 ) pla) = / p(2n|20)p(z0)dz0 )
/ Po(tn) exp (2] T(2n) — &(z0))plz0)dzo. (8)
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Figure 2. Qualitative comparison of Gaussian deblurring effects using different algorithms on FFHQ. PSLD generates small white noise
points that do not exist, while our BOLP does not have this problem. It is best to zoom in and view in color.

Taking the derivative of both sides with respect to z,,, There
Va2, 0(20)
n 13
Vo, p(2) ) p(2n) 4
_ T . V2., Do (Zn) T
=V, po(zn) exp(z0 T(zy) — qﬁ(zo))p(zo)dzo (10) —m + (VT (zn)) zop(Zo|zn )dzo. (14)
+/(VznT(Zn))TZ0p0(Zn) exp(zg T(2zn) — ¢(20))p(2z0)dzo That is
D

(vznT(Zn))TEzowp(zo\zn) [ZO] = vzn Ing(Zn) - vzn 1ngO (Zn)
VznpO(zn)

:mp(zn) + (VznT(Zn))T/zop(zn,zo)dzo, 1s)

12) Simplifying, we obtain the Tweedie’s formula in the latent
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Figure 3. BOLP can be applied to any image restoration under various tasks (inpainting, deblurring, and super resolution), whether it is a

human face, a dog, or a natural image.

Algorithm 3 Image restoration with ReSample

Input and initialization: N, zy ~ N (0, 1), e5(xy, ty, €)
from trained latent models.
liforn=NN-1,---,1
2:  #Predict z§ using €g.

7§ \/%7 2, — /T = Gneg(zn, tn, C)].
3:  #Update z.

Zn—1 « V12 +
V1= a1 —no2ey(2zn, tn,c) + noe

where e ~ N (0, I).
4:  # ReSample time step,

Solve zg(y) € argminy, ||y — H(D(z))|)5 with initial
point z.
5:  # Stochastic Resample,

#Calculate the coefficients of z§ and z,, 1.
1—apn_1 Ui— 1V0n—1

Hn < S Fima, s o M0 o s, and e
Ui—l(l—@n—l)
#Update z.
Zp—1 S H0Z( + HUnZn—1 + 0c€,
where e ~ N(0, I).
Output: D(Zg).

space
20 = By p(zo|2) [Z0] (16)
(Zn + (1 — n)V,, log p(z,)).
a7

—_

= Elnolz:) = o=

B

Thus we have

p(5120) = [ Dl TIp(aolzn)d0 = Egpmpinin) (5120
(18)
2 P(YEzonp(zolzo) [20]) = P(yl20) = p(y|D(20)). (19)

That is to say
V2, log p(y|ze) ~ Vy, log p(y|D(20)) (20)

1 )
—U—gvm ly — H(D(20))II” - 1)

1

This is the posterior score at each moment under the condi-
tion of the observed signal that we need.

4. Limitation and Future Work

BOLP does not utilize any images from the target ap-
plication domain. If a small number of images from the
domain (e.g., FFHQ) can be used, then a more accurate
estimation of the diffusion sampling trajectory may be
achieved. This is the direction we intend to explore in future
work.
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