
Supplementary Material:
Learning the Power of “No”: Foundation Models with Negations

This supplementary material elaborates on our contribu-
tions and methodology and presents additional results.
First, we provide details regarding our data generation pro-
cess in Sec. A. Then, Sec. B explains the methodology
of obtaining distractor images for fine-tuning CLIP on our
novel objectives. Lastly, Sec. C provides additional re-
sults related to our experiments: negation understanding,
zero-shot image classification, and general compositional
understanding (replacing, adding, and swapping object, at-
tributes, and relations).

A. Prompting Scheme for CC-Neg Generation
We use the image-labels subset of CC-3M as source for
our image-caption pairs. Following this, the construction
of CC-Neg is divided into two parts - negated caption gen-
eration and negative image mining.

A.1. Generation of negated captions in CC-Neg

The positive prompts from CC-3M are first decomposed us-
ing LLMs for relation parsing, and subsequently converted
to negated captions, following the prompts and the process
depicted in Fig. 1. To summarize:

1. Positive image-caption pairs are extracted from the
image-labels split of CC-3M.

2. First, we prompt PaLM-2 to parse the relations inside
positive prompts, i.e., captions related to the images.
Each prompt is decomposed into a subject - who/what
the sentence is about, as well as multiple predicate-
object pair. Each predicate qualifies actions, or relates
an object to the subject to specify a state of being.

3. A single predicate-object pair is randomly selected to
be negated for each sample.

4. We then employ PaLM-2 to replace the selected predi-
cate with one of no, not and without appropriately, and
combine the subsequent atoms and relations into a neg-
ative caption.

5. We drop samples with greater than 9 predicate-object
pairs as this level of complexity is rarely found in real
world data and is irrelevant from a human standpoint.

B. Distractor Images for Finetuning
This section describes our process of obtaining distractor
images used in our fine-tuning process. Given a true caption
c and a negated caption c′ from CC-Neg, we first segregate
concepts we know to be present from concepts that are ab-
sent in the scene, depicted in c′. Specifically, we take the
subject s and the negated object on from the relation pars-
ing output of PaLM-2 while generating c′. Next, given s to
be present and on to be absent in the scene depicted by c′,
we select a distractor image I ′ from a large set of images
(MSCOCO [3]) X by

I ′ = argmax
x∈X

ϕ(x, s)− ϕ(x, on) (1)

where ϕ(·, ·) is the CLIP similarity function. Inspecting the
results of this process, we obtain distractor images which
represent the subject well but do not represent the negated
object and its predicate. Examples of these distractor im-
ages are show in Fig. 2. While the negated captions can
have more interpretations than their corresponding distrac-
tor images, we find distractor images to be suitable image
negatives aimed at disentangling the existing effect of nega-
tions as well as other compositional deficiencies. Notably,
we do not consider this method of mining distractor images
as a viable substitute for our framework CoN-CLIP. This is
because (i) it requires an initial decomposition step to iden-
tify which semantics are present or absent, and (ii) it cannot
be used to learn the effect of negations for a VLM. Con-
sequently, this method sacrifices speed and acquisition of
important new knowledge. Further, it cannot be used effec-
tively for improving negation understanding in downstream
applications of VLMs such as multimodal large language
models (MLLMs) and text-to-image generation models (as
mentioned in the main manuscript). This method is simply
used to find suitable examples in the image modality which
anchor the embeddings of negated captions for improved
semantic disentanglement (with L1 and L2).

C. Additional Results
This section presents additional results with an added base-
line: LaCLIP [1], a variant of CLIP which adds text aug-
mentations during pretraining. This leads to a primary ben-
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Figure 1. Illustration of using in-context learning with PaLM-2 to parse relations and subsequently generate negated captions. One meta-
input-output demonstration is shown colored in blue and orange, each indicating the input and the output, respectively. Decomposition of
positive captions into a subject and multiple predicate-object pairs is shown at the top. A random predicate-object pair is then selected and
negated to generate a negative prompt, shown at the bottom.

Figure 2. Examples of distractor images obtained from our process are shown above.

efit to image classification by reducing overfitting to specific
prompts [1]. Due to more exposure to language formats, we
expect LaCLIP to show improved text understanding and
compositionality, however, this is not an application pro-
posed in [1]. Hence, to avoid confusion and maintain fo-
cus on the core contributions of CoN-CLIP, we omit this
baseline from the main manuscript and provide the same

here for comprehensiveness. We show LaCLIP’s perfor-
mance on negation understanding, general purpose com-
positionality, and zero-shot image classification. These re-
sults are shown alongside CLIP [4], NegCLIP [6], BLIP [2],
FLAVA [5], and all variants of CoN-CLIP, i.e., L1,L2,L12,
and Lconclip.



Model configuration No. of predicate-object pairs

#1 (166) #2 (160) #3 (75) #4 (28) #5 (8)

CLIP 70.48 68.13 69.33 53.57 37.5
LaCLIP 69.88 81.25 64.0 67.86 50.0
BLIP 76.51 63.12 72.0 42.86 50.0
FLAVA 62.05 58.75 57.33 57.14 62.5
NegCLIP 69.28 64.38 64.0 57.14 25.0
CoN-CLIP 96.99 93.13 92.0 82.14 75.0

Table 1. Model accuracies over CC-Neg evaluation subset samples that use ”no” to specify negation. Scores are calculated over subset
splits with the same number of predicate-object pairs, indicated by the number over each column. Split sizes are denoted inside parentheses.

Model Configuration No. of predicate-object pairs

#1 (11910) #2 (10081) #3 (3047) #4 (722) #5 (188)

CLIP 68.13 64.94 59.11 59.83 56.91
LaCLIP 71.08 66.52 58.62 54.02 53.19
BLIP 60.76 60.07 54.25 56.23 50.00
FLAVA 59.73 54.58 50.51 50.42 52.13
Neg-CLIP 66.32 63.21 57.66 55.12 55.32
CoN-CLIP 99.88 99.84 99.64 99.03 99.47

Table 2. Model accuracies over CC-Neg evaluation subset samples that use ”not” to specify negation. Scores are calculated over subset
splits with the same number of predicate-object pairs, indicated by the number over each column. Split sizes are denoted inside parentheses.

Model Configuration No. of predicate-object pairs

#1 (4850) #2 (5466) #3 (2328) #4 (680) #5 (203)

CLIP 66.14 66.39 65.38 63.09 70.94
LaCLIP 69.36 59.79 56.36 55.44 48.28
BLIP 70.12 67.54 64.18 62.06 67.98
FLAVA 65.98 63.57 61.77 61.62 58.13
Neg-CLIP 62.12 60.92 57.39 56.32 60.59
CoN-CLIP 99.88 99.82 99.91 99.71 100.0

Table 3. Model accuracies over CC-Neg evaluation subset samples that use ”without” to specify negation. Scores are calculated over subset
splits with the same number of predicate-object pairs, indicated by the number over each column. Split sizes are denoted in parentheses.

C.1. Negation Understanding

We present thorough evaluation of all VLMs on CC-Neg
and its attributes: number of predicate-object pairs K and
type of negation word used. These results are given in Ta-
ble 1, Table 2, Table 3. Additionally, the various settings
of CoN-CLIP are also evaluated on the same, the results of
which are given in Table 4, Table 5, and Table 6.

C.2. Compositionality with SugarCREPE

We add LaCLIP as a baseline for compositional understand-
ing on the SugarCREPE benchmark in Table 7. All CoN-
CLIP settings are also evaluated on SugarCREPE in Table 8.

C.3. Zero-shot Image Classification

We use LaCLIP as a baseline in zero-shot image classifica-
tion in Table 9.

C.4. Fine-tuned Baseline Evaluation

We fine-tune CLIP on only true-pairings (CLIP-FT) and
evaluate this model alongside the proposed CoN-CLIP ap-
proach as another baseline.



Model Configuration No. of predicate-object pairs

#1 (166) #2 (160) #3 (75) #4 (28) #5 (8)

CoNCLIP ViT-B/32 L1 96.99 93.13 90.67 85.71 62.5
CoNCLIP ViT-B/32 L2 65.06 58.75 57.33 32.14 25.0
CoNCLIP ViT-B/32 L12 95.18 93.13 90.67 78.57 75.0
CoN-CLIP ViT-B/32 Lconclip 96.99 93.13 92.0 82.14 75.0

Table 4. CoN-CLIP ablation study over CC-Neg evaluation subset samples that use ”no” to specify negation. Scores are calculated over
subset splits with the same number of predicate-object pairs, indicated by the number over each column.

Model Configuration No. of predicate-object pairs

#1 (11910) #2 (10081) #3 (3047) #4 (722) #5 (188)

CoNCLIP ViT-B/32 L1 99.84 99.84 99.74 99.58 99.47
CoNCLIP ViT-B/32 L2 55.89 52.16 49.56 48.20 46.81
CoNCLIP ViT-B/32 L12 99.83 99.81 99.67 99.17 98.94
CoN-CLIP ViT-B/32 Lconclip 99.88 99.84 99.64 99.03 99.47

Table 5. CoN-CLIP ablation study over CC-Neg evaluation subset samples that use ”not” to specify negation. Scores are calculated over
subset splits with the same number of predicate-object pairs, indicated by the number over each column.

Model Configuration No. of predicate-object pairs

#1 (4850) #2 (5466) #3 (2328) #4 (680) #5 (203)

CoNCLIP ViT-B/32 L1 99.94 99.89 99.79 99.85 100.0
CoNCLIP ViT-B/32 L2 62.93 61.23 58.76 55.00 60.59
CoNCLIP ViT-B/32 L12 99.92 99.87 99.74 99.85 100.0
CoN-CLIP ViT-B/32 Lconclip 99.88 99.82 99.91 99.71 100.0

Table 6. CoN-CLIP ablation study over CC-Neg evaluation subset samples that use ”without” to specify negation. Scores are calculated
over subset splits with the same number of predicate-object pairs, indicated by the number over each column.
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Model Replace Add Swap

Object Attribute Relation Object Attribute Object Attribute

CLIP
ViT-B/16 93.28 80.83 66.00 78.32 66.61 59.59 64.41
ViT-B/32 90.79 80.07 68.99 76.91 68.35 60.81 63.06
ViT-L/14 94.06 79.18 65.07 78.17 71.38 60.00 62.16

LaCLIP
ViT-B/16 93.22 79.69 58.32 77.44 66.18 59.59 59.15
ViT-B/32 91.28 77.66 57.75 75.41 64.01 55.51 59.55
ViT-L/14 93.28 81.09 61.73 81.57 73.55 62.44 58.70

CoN-CLIP
ViT-B/16 93.58 80.96 63.30 87.29 79.62 59.18 65.16
ViT-B/32 91.76 80.96 66.28 87.92 78.03 63.67 66.96
ViT-L/14 95.31 81.72 66.99 90.15 77.60 65.36 63.06

Table 7. Evaluating CoN-CLIP on SugarCREPE alongside CLIP on R@1. Highest performance for a fold and CLIP backbone are
underlined and italicised respectively.

Model Replace Add Swap

Object Attribute Relation Object Attribute Object Attribute

CoN-CLIP
L1 91.71 80.58 65.79 84.82 79.62 59.18 64.11
L2 91.65 81.22 65.29 88.02 82.51 64.49 67.27
L12 91.46 81.85 68.35 86.81 79.77 61.63 66.52
Lconclip 91.76 80.96 66.28 87.92 78.03 63.67 66.96

Table 8. Evaluating CoN-CLIP ablations on SugarCREPE.

Model ImageNet Caltech Flowers CIFAR Food Stanford Oxford CIFAR
1k 101 102 100 101 Cars Pets 10

CLIP
ViT-B/16 68.35 82.56 64.14 53.54 86.89 61.68 81.82 88.23
ViT-B/32 63.36 81.50 60.50 55.18 81.15 58.33 80.08 88.97
ViT-L/14 75.51 81.80 72.42 65.95 92.10 74.64 88.06 91.40

LaCLIP
ViT-B/16 67.20 87.39 66.11 67.82 82.82 85.61 83.95 91.82
ViT-B/32 62.01 87.95 62.76 65.56 75.61 80.01 80.84 91.38
ViT-L/14 74.50 89.81 75.85 79.32 90.28 90.77 89.29 96.69

CoN-CLIP
ViT-B/16 68.95 87.62 66.69 64.49 88.13 62.08 85.45 90.88
ViT-B/32 63.36 86.91 64.74 62.31 83.39 58.84 81.66 90.45
ViT-L/14 75.93 87.90 75.12 75.39 93.01 76.17 89.32 95.05

Table 9. Evaluation of CoN-CLIP (Lconclip) on zero-shot image classification shows improvements across all datasets. Here, highest
accuracy values for a dataset are underlined, while highest accuracy values for a CLIP backbone are given in italics.



Model Mean ∆ (%) ↑
CLIP 0.98
LaCLIP -0.99
NegCLIP -1.01
CoN-CLIP 62.03

Table 10. Comparing ∆ values averages across 8 image classification datasets (Sec. 5.1) of the main manuscript using ViT-B/32.

Model ImageNet Caltech Flowers CIFAR Food Stanford Oxford CIFAR
1k 101 102 100 101 Cars Pets 10

CLIP 63.36 81.50 60.50 55.18 81.15 58.33 80.08 88.97
CLIP-FT 63.60 85.92 64.14 61.45 83.76 58.92 81.28 89.27
CoN-CLIP 63.36 86.91 64.74 62.31 83.39 58.84 81.66 90.45

Table 11. Zero-shot Image Classification (B-32): CoN-CLIP outperforms CLIP-FT on 5 out of 8 datasets and is comparable on the rest.

Model Replace Add Swap CC-Neg

Object Attribute Relation Object Attribute Object Attribute

CLIP 90.79 80.07 68.99 76.91 68.35 60.81 63.06 65.70
CLIP-FT 91.71 81.59 64.29 85.93 79.91 60.40 66.06 61.47
CoN-CLIP 91.89 82.74 66.57 85.21 79.62 61.63 66.21 99.70

Table 12. Evaluation on SugarCREPE and CC-Neg (B-32). CoN-CLIP retains its preformance gain against CLIP-FT on SugarCREPE.


