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A. Details about creating OOD dataset via In-
painting

Due to absence of publicly available dataset in the rail
ODD scene, we created an OOD dataset via inpainting
OOD objects to the validation images of RailSem19 dataset
[7]. Although generated images pertain to rail scene, but
this method can be generically applied to any domain.
The creation of the dataset involves relies on two methods
- ‘Inpaint-Anything’ [6] and ‘Segment Anything Model’
(SAM) [4]. Inpaint-Anything takes some coordinates in an
image and replaces the object which lies in the given coor-
dinates. This object is replaced with the object that needs
to be in-painted using text prompts, with the help of a diffu-
sion model. Thus, the input image is changed to an image
with the desired object given in the prompt at the specific
location provided.

However, image generation using Inpaint-Anything is
limited in the cases where there are no plausible objects
to be replaced. Moreover, since the replaced object is in-
painted, the corresponding OOD object mask is not ob-
tained for utilising as the Ground-Truth (GT). To create the
GT masks, we store the coordinate locations of the replaced
object. Now, we leverage SAM by feeding the transformed
image to it and also specifying the stored coordinate loca-
tions to generate the segmentation mask of the object as-
sociated with the coordinate locations. Thus, we create the
image with the OOD object at the specified locations as well
as the corresponding segmentation masks for the OOD ob-
jects in the image, as shown in Fig. 1.

B. Additional Results

In this section, we show further results and insights of the
comparative performance of our method zero-shot method
PROWL and its variants resulting from combination unsu-
pervised segmentation methods, STEGO and CutLER. In
Sec. Firstly, we show the results for the segmentation out-
puts on the test set of In-Distribution (ID) datasets for each
domain. Further, we show additional comparative results

for OOD detection on the test set of the OOD datasets for
Cityscapes [3].

B.1. Performance comparison on the ODD classes
of ID test datasets

Here, we show the prototype-based segmentation out-
puts for the ODD classes for different variants of PROWL
on the test set of the ID datasets used for each domain, i.e.
Cityscapes for road driving scene (Fig. 2) and RailSem19
for rail scene (Fig. 3).

Fig. 2 shows the segmentation from the test set images,
for all 19 ODD classes of Cityscapes used to create the
prototype feature bank. PROWL shows pixel-wise classi-
fication, whereas STEGO and CutLER provides semantic
and instance segmentation masks combined with pixel-wise
classification of PROWL. While both STEGO and CutLER
generate unsupervised foreground masks, STEGO gener-
ates per-pixel output due to contrastive clustering of the
ID train data whereas CutLER generates object boxes for
foreground objects and then provides instance segmenta-
tion masks. Thus, CutLER provides segmentation for fore-
ground object masks while ignoring background, like the
sky is ignored in all the three test images as well as the
buildings in last test image where they relatively lie in the
background. Although, all these models have been trained
for segmentation without labels, the overall segmentation is
quite good. In PROWL, some noisy output is obtained (pix-
els in red shown in red) due to per-pixel classification based
on ODD prototype classes. However, this is taken care of
when combined with mask based evaluation using PROWL
in STEGO and CutLER. We note the importance of hav-
ing good quality prototype feature bank as this reflects the
performance in correctly classifying ODD classes or OOD
pixels. For example, in the segmentation GT for road in the
prototype features include the test vehicle along with Mer-
cedes logo and thus they have been labeled as road.

Fig. 3, we show segmentation outputs test split of
RailSem19, for PROWL and PROWL with CutLER for the
assumed simple ODD list with 6 classes - train car, plat-
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Figure 1. Sample images from OOD dataset created via inpainting OOD objects in RailSem19 dataset [7] (top-row) and the corresponding
binary masks for the OOD objects (bottom-row).

Figure 2. Performance comparison of our zero-shot methods on the segmentation outputs for the ODD classes on ID test dataset for road
driving scene, i.e. Cityscapes [3].

form, rail, fence, person, pole. Since STEGO relies on un-
supervised contrastive training on domain dataset and did
not provide pre-trained model weights for RailSem19, we
exclude it from comparison. We note although both zero-
shot methods perform quite well on the ID test set, PROWL
shows some OOD or unknown regions in red. This is pri-
marily due to pixel-wise prototype matching where the pix-
els in red mostly correspond to classes like vegetation, not
defined in our current ODD list. In PROWL + CUTLER,
we do not directly detect vegetation as OOD as they are not
detected as foreground masks and feature as background in
the given test images since they are present over quite a dis-
tance. However, since car is not defined in ODD list, it is
detected as OOD in the first test image. Thus, sufficiently
defining ODD class list is crucial while detecting OOD /
unknown objects to avoid false predictions.

B.2. Performance comparison on OOD test datasets

Here, we show additional results for OOD detection us-
ing our PROWL and it’s variants compared to supervised
baseline (Maskomaly [1]) particularly for the test images
for the given OOD datasets (RoadAnomaly and RoadObsta-
cle) given in SMIYC benchmark [2], i.e Anomaly track and
Obstacle track respectively, for Cityscapes [3] as ID dataset.
We show only qualitative results on the test sets due to ab-
sence of GT in the benchmark. For fair comparison, we use
fixed confidence threshold of 0.9 as suggested by authors
of Maskomaly [1]. Similarly, for our methods - PROWL
and its variants, we used inverse cosine similarity threshold
fixed at 0.55. GT segmentation masks for OOD objects for
these test images are not provided, thus we only show qual-
itative results in Fig. 4 and 5 with detected OOD objects in
red.



Figure 3. Performance comparison of our zero-shot methods on the segmentation outputs for the ODD classes on ID test dataset for rail
scene, i.e. RailSem19 [7].

Figure 4. Performance comparison of our proposed zero-shot methods compared to supervised baseline for OOD object detection and
segmentation on the test images of RoadAnomaly OOD (SMIYC-Anomaly Track) dataset. Detected OOD pixels are shown in red.

Fig. 4 show performance comparison on the Road-
Anomaly dataset where the OOD objects are relatively big-
ger and the scenes are different than city road scenes in

Cityscapes. We observe that supervised Maskomaly al-
though localises the OOD object in some cases, but does
not properly segment the object. In second test image it



Figure 5. Performance comparison of our proposed zero-shot methods compared to supervised baseline for OOD object detection and
segmentation on the test images of RoadObstacle (SMIYC- Obstacle Track) OOD dataset. Detected OOD pixels are shown in red.

Figure 6. Qualitative performance comparison of our proposed zero-shot methods for OOD object detection and segmentation on the
images from the Indian Driving Dataset [5]. Detected OOD pixels are shown in red.

falsely predicts traffic sign as OOD while in the third image,
it misses the dressed-up bear as OOD object. PROWL and
PROWL + STEGO localises all the OOD objects, however
provides noisy segmentation including background pixels.
PROWL + CutLER shows overall best performance with
correctly localising and segmenting all the OOD objects.

Fig. 5 show performance comparison on the Road-
Obstacle dataset where the OOD objects are varying in
sizes as well as the scenes in the test data show different
weather conditions and different road types such as dark
asphalt, gravel, paved and so on. This is the most challeng-
ing dataset where most methods have difficulty in spotting



small OOD objects lying very far away in diverse scenes.
We observe that supervised Maskomaly localises the OOD
objects in the first two test images, however fails to de-
tect them in the last two images. PROWL and PROWL +
STEGO show noisy detections whereas PROWL with Cut-
LER localises and segments all the instances of OOD ob-
jects quite well.

Fig. 6 shows zero-shot performance of our methods on
a subset of Indian Driving Dataset (IDD) [5]. IDD can eas-
ily be deemed as one of the most difficult datasets for the
autonomous driving scene understanding, due to extensive
traffic, crowds, and, non-regular structures on the side of
the roads like different types of buildings, banners, heaps
etc. Also, the presence of uncommon obstacles such as an-
imals coming into sudden proximity of the vehicles on the
road are expected to be quite a domain shift as compared
European urban driving dataset such as Cityscapes. Thus,
this dataset is one of the most challenging datasets for eval-
uating the performance of a model for OOD detection and
segmentation. Since OOD objects are not explicitly speci-
fied in this dataset, we create a small OOD test subset of 20
samples containing object classes, such as animals which
do not overlap with Cityscapes domain classes. Thus, using
the prototype feature bank based on Cityscapes, we evaluate
the zero-shot performance of our methods using the generic
threshold of 0.55 for INCS and 0.2 for CutLER without re-
quiring to fine-tune any threshold on the datasets. PROWL
shows its efficacy in determining the pixel regions where
the OOD objects might be present. Moreover, when we in-
corporate the CutLER together with, we get a more accurate
OOD localization which helps in robust OOD detection and
segmentation. In all sample images showing multiple in-
stances of animals on the road are accurately segmented.
The quantitative performance of PROWL shows an average
IOU value of 26.46, and F1 value of 39.84 over the dataset,
and PROWL+CutLER has an average IOU value of 55.99,
and F1 value of 67.47 respectively. We note there are other
fine-grained objects appearing in the scene which often get
detected as OOD, although they are not deemed so nor they
are present in Cityscapes ODD list.

We note that possible cases of failure often appear when
the images are too dark and foreground objects in the im-
ages are not sufficiently visible.

Overall, we show that PROWL with CutLER can be
readily used for plug-and-play zero-shot inference without
further training or fine-tuning on the domain data, which
works well for both instance segmentation on ID datasets
as well as OOD detection on OOD datasets as an zero-shot
method which performs comparably and also outperforms
SOTA supervised methods for some OOD datasets.
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