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Figure 1. This figure illustrates the formation of the learning rate in
the student network during a bifurcated distillation learning process
based on parameter intervals in the Pancreas cancer CT. It aims to
demonstrate how the learning rates differ based on different match-
ing strategies applied to the student network according to parameter
intervals, as shown in the upper and lower parts of the figure.

1. Supplementary Details
1.1. Additional Experiments

In Fig. 1, the learning rate trends of a student network
are depicted for cases where the parameter interval exceeds
a criteria value, w, in the Pancreas cancer CT dataset. The
learning rate shows a fivefold increase at 1500 steps com-
pared to when the student network is aptly trained with pa-
rameter intervals less than w. Similarly, Fig. 2 examines
the APTOS 2019 dataset, where the upper graph represents

*First author
Corresponding author

Synthetic_LR

0.0015

0.001

0.0005

Distillation Step
0 200 400 600 800 1k 1.2k 1.4k

Synthetic_LR
0.001

0.0008

0.0006

0.0004

0.0002

: Distillation Step

0 200 400 600 800 1k 1.2k L4k

Figure 2. This figure demonstrates the development of the learning
rate in the student network during a bifurcated distillation learning
process based on parameter intervals in the APTOS 2019 [ 1] dataset.
Similar to Fig. 1, it demonstrates the distinct learning rate patterns
of student networks in the upper and lower parts, which are trained
under different parameter intervals.

the learning rate trends for larger parameter intervals than
w, displaying a 2.5 times increase in learning rate at the
same step count. These observations confirm that learning
rates vary significantly with parameter intervals. Integrating
this data through an appropriate weighted sum could bet-
ter capture and reflect the distinct tendencies of each phase,
thus enriching the information retained during the distilla-
tion process.

Fig. 3 and Fig. 4 illustrate the outcomes of feature dis-
tribution matching, demonstrating the evolving relationship
between feature embeddings of real and synthetic datasets
as the distillation steps progress. Both in the Pancreas can-
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Figure 3. Visualization of feature embeddings for real and synthetic
datasets of the Pancreas Cancer CT Dataset, achieved through fea-
ture distribution matching using t-SNE. Red dots represent the feature
embeddings of the real dataset, while blue dots represent those of the
synthetic dataset. The upper figure shows the embeddings at distilla-
tion step 0, and the lower figure at 800.

Table 1. Experiment on the criteria for dividing parameter in-
tervals on a COVID chest X-ray dataset. Here, w denotes the
criterion for segmenting parameter intervals, and IQR represents
the Interquartile Range. The highest accuracy is indicated by bold
text.

w Acc
QI1-1.5*IQR  0.8309
Q1 0.8370
Q3 0.8181

Q3+1.5*IQR  0.8286

cer CT and APTOS 2019 datasets, the synthetic dataset’s
feature embeddings, initially clustered at the center, grad-
ually disperse to more closely resemble the feature distri-
bution of the real dataset. However, the trend is less pro-
nounced in the APTOS 2019 dataset, likely due to differ-
ences in the channels of the dataset, which suggests distinct
behaviors between the two datasets.

An ablation experiment was conducted to determine the
optimal criterion, w, for dividing parameter intervals. It is
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Figure 4. Visualization of feature embeddings for real and synthetic
Datasets of the APTOS 2019 Dataset achieved through feature distri-
bution matching using t-SNE. Similar to Fig. 3, the upper part of the
figure displays the embeddings at distillation step 0, while the lower
part shows them at step 2500.

common practice in statistics to use quartiles )1 and @3 to
designate outliers [3]. Outliers are typically defined using
the interquartile range (IQR), calculated as Q3 — Q1, where
values below Q1 — 1.5 x IQR or above 3 + 1.5 x IQR
are considered outliers. According to Table 1, using Q1 as
the criterion for outliers within parameter intervals results
in better performance than using )3. This suggests that dif-
ferentiating between phases with extremely small parame-
ter intervals and those without is effective. Further obser-
vations indicate that setting the boundary w at )1, thereby
allowing a more generous threshold than when using the
IQR, yields better performance. This appears to be due to
the tendency of parameter updates to occur predominantly
in the initial epochs, with only fine adjustments needed as
training progresses. Therefore, the first quartile, 1, has
been set as the boundary value for dividing parameter inter-
vals, denoted by w. Table 2 facilitates the identification of
the optimal hyperparameter values for the weighted summa-
tion process used to amalgamate multiple synthetic datasets
into a single comprehensive synthetic dataset.



Table 2. Performance comparison based on hyperparameters
during integration. The highest score is highlighted in bold.

(2,8y7) Acc
(0.5,03,02) 0.8230
atB>7 060202 08412
atB=~ (040105 07840
a+B8<~y (030106 07404

1.2. Experimental Details

We developed our framework using PyTorch and exe-
cuted it on an NVIDIA RTX A6000 GPU. Table 3 dis-
plays the experimental conditions and hyperparameters
used across all datasets. To ensure fair comparisons during
benchmarking and experimentation, we fixed the seed.

2. Supplementary Visualizations

Fig. 5, Fig. 6, and Fig. 7 display synthesized datasets at
the distillation step where the evaluation network achieves
its peak performance. These datasets, which are visually
anonymized, are derived from COVID chest X-ray [2], Pan-
creas cancer CT, and APTOS 2019, following the sampling
of ten images per class from the entire dataset and subse-
quent distillation. In each figure, IPC stands for Images Per
Class.



Table 3. This table displays the hyperparameters and experimental settings that yielded the highest performance across all datasets used in
the experiments in this paper.

Dataset Model Distillation steps  Ir_.img  Ir_init IrdJr DSA M Max start epoch
COVID chest X-ray  ConvNetD5 5000 100 0.001 le-05  True 2 20
Pancreas cancer CT ~ ConvNetD5 5000 100 0.0003  1le-07 True 2 20

APTOS 2019 ConvNetD5 1500 1000 0.001 le-07  True 2 10
CIFAR10 ConvNetD3 5000 1000 0.01 le-05 True 2 20
Imagenette ConvNetD5 5000 1000 0.01 le-05  True 2 10
Imagewoof ConvNetD5 5000 1000 0.01 le-05  True 2 10

4"4 %

N

oA,
v o S,
Loy ¥~

Fiae S5

Figure 7. Pancreas cancer CT at IPC 10.
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