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In this supplementary material, we present additional ex-
perimental results in Sec. 1 to show the performance of dif-
ferent query settings for sentiment and emotion recognition.
Examples of qualitative results are provided in Sec. 2, and
a pseudo-code for the inference process of our MER-CLIP
is provided in Sec. 3.

1. Additional results based on different emo-
tion queries

In our main paper, we use the term ‘Emotion’ for the
emotion query in the emotion recognition task and ‘Senti-
ment’ for the sentiment analysis task, selecting terminology
that aligns with the respective task names. To demonstrate
the diverse range of words associated with emotions, we
conduct experiments to compare the performance of syn-
onyms for ‘Emotion’ and ‘Sentiment’.

Table 1 and Table 2 present comparisons of the emo-
tion recognition and the sentiment analysis tasks, respec-
tively, using various terms for emotion queries: ‘Emotion’,
‘Sentiment’, ‘Feeling’, ‘Impression’, ‘Mood’, and ‘Sensa-
tion’. The term ‘(no word)’ indicates the exclusive use of
learnable prompts for the emotion query. The results in Ta-
ble 1 indicate that ‘Emotion’ achieves the highest micro-
F1 score, ‘Feeling’ achieves the highest recall score, and
‘Sensation’ achieves the highest accuracy/precision scores.
Interestingly, ‘(no word)’ shows the comparable results
across all metrics. The results in Table 2 indicate that ‘Im-
pression’ and ‘Mood yield higher performance than other
words, while the results in Table 3 show that ‘Sensation’
achieves the highest performance. Note that ‘(no word)’
also shows the comparable results across all metrics on both
CMU-MOSEI and CMU-MOSI datasets. These results in-
dicate that the semantic information conveyed by the emo-
tion queries impacts the performance of MER-CLIP. We can
also observe that using only learnable parameters (e.g., ‘(no
word)’) without prior knowledge yields promising results,
suggesting that ‘(no word)’ can be applied to arbitrary tasks
where determining the optimal query setting is challenging.

Table 1. Performance comparison of words for emotion query on
multimodal emotion recognition on CMU-MOSEI dataset.

Words Accuracy(%) Precision(%) Recall(%) Micro-F1(%)
Emotion 49.3 53.1 63.4 57.8
Sentiment 49.3 55.1 59.5 57.2
Feeling 49.3 52.3 64.3 57.7
Impression 48.9 54.7 59.0 56.8
Mood 49.2 53.3 61.9 57.3
Sensation 49.6 55.5 59.6 57.5
(no word) 49.1 52.7 62.8 57.3

Table 2. Performance comparison of words for emotion query on
multimodal sentiment analysis on CMU-MOSEI dataset.

Words ACC2(%) F1(%)
Emotion 85.2 85.1
Sentiment 85.3 85.1
Feeling 85.4 85.2
Impression 85.5 85.5
Mood 85.5 85.3
Sensation 85.0 84.8
(no word) 85.0 85.0

Table 3. Performance comparison of words for emotion query on
multimodal sentiment analysis on CMU-MOSI dataset.

Words ACC2(%) F1(%)
Emotion 85.1 85.0
Sentiment 84.0 84.0
Feeling 83.5 83.4
Impression 84.5 84.3
Mood 83.9 83.7
Sensation 85.7 85.5
(no word) 84.0 84.0

2. Qualitative results

We show qualitative results for three examples, each
from CMU-MOSEI and CMU-MOSI datasets, respectively.
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Fig. 1 shows results on CMU-MOSEI dataset. The first row
is the file ID, followed by three rows of input modality data.
The fifth row indicates the ground-truths for emotion recog-
nition and sentiment analysis, and the last row shows the
prediction results. In the prediction results, probabilities
exceeding the threshold (0.6) for emotion recognition are
highlighted in bold to demonstrate the multi-label predic-
tion capability, while higher scores for sentiment analysis
are also highlighted in bold. The prediction results of sen-
timent analysis are processed with the softmax function to
clarify the results. We can observe that our method accu-
rately predicts labels for both emotion recognition and sen-
timent analysis.

Fig. 2 shows results on CMU-MOSI dataset. Since
CMU-MOSI has only sentiment labels, we denoted the re-
sults of its predictions on sentiment analysis. The higher
score is highlighted in bold, and we can also observe that
our MER-CLIP accurately predicts sentiment labels for all
three examples in the CMU-MOSI dataset.

3. Algorithms
Algorithm 1 presents the pseudo-code for the inference

procedure of our emotion recognition and sentiment analy-
sis tasks.

Algorithm 1 Inference Process for Emotion Recognition
and Sentiment Analysis

Require: Visual feature XV , Audio feature XA, Language
feature XL, Emotion query embedding ZE , Label em-
bedding ZL

Ensure: Predicted class label Ŷ
1: Put XL, XV , XA in a list M = [XL, XV , XA] as the

predetermined LVA order.
2: Put M as key, value, and ZE as query in CMD and get

the final output Z [3].
3: After processing CMD, get cosine similarity sim(·) =

Z [3] · ZL.
4: if emotion recognition then
5: Apply standard normalization and sigmoid function

to sim(·).
6: Transform logits to a vector by converting values

greater than the threshold (0.6) to 1 and all others
to 0.

7: else if sentiment analysis then
8: Multiply sim(·) with the learnable logit scale initial-

ized with exp(log(1/0.07)).
9: Transform logits into a vector by setting the class

with the larger logit to 1 and the other class to 0.
10: end if
11: return Ŷ {Return the predicted class label}



Figure 1. Qualitative results on CMU-MOSEI dataset.



Figure 2. Qualitative results on CMU-MOSI dataset.
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