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Table 1. The information of 3D occupancy prediction dataset:
OpenOccupancy

OpenOccupancy [2]
Source nuScenes [1]
Class 17 class

Annotation The Augmenting And Purifying pipeline [2]
Modal LiDAR(10 LiDAR sweeps)/Image(1600×900)

Training LiDAR(700)/Cameras(28,130)
Validation LiDAR(150)/Cameras(6,019)

1. Dataset

The OpenOccupancy dataset originates from the
nuScenes dataset [1], which has been extended to include
dense semantic occupancy annotations through the AAP
(Augmenting And Purifying) pipeline [2] to efficiently an-
notate and densify the occupancy labels. This extension
features 17 semantic categories and includes data modali-
ties such as LiDAR and cameras. For LiDAR-based meth-
ods, the input comprises 10 LiDAR sweeps. For camera-
based methods, the input image size is set to 1600 × 900.
For the LiDAR modality, the OpenOccupancy dataset in-
cludes 700 training point cloud sequences and 150 vali-
dation point cloud sequences. For the camera modality,
it comprises 28,130 training frames and 6,019 validation
frames, as shown in Table 1.

2. Evaluation Protocol

2.1. Geometric Metric

The evaluation range is set from [−51.2m, 51.2m] for
the X , Y axes, and [−3m, 5m] for the Z axis. In line with
previous studies, the voxel resolution is set at 0.2m, result-
ing in a volume of 40 × 512 × 512 voxels for occupancy
prediction. For evaluation metrics, we use the Intersection

of Union (IoU) as the geometric metric, which identifies
a voxel as either occupied or empty (treating all occupied
voxels as a single category).

IoU =
TPo

TPo + FPo + FNo
, (2)

where TPo, FPo, FNo represent the number of true positive,
false positive, and false negative predictions for occupied
voxels, respectively.

2.2. Semantic Metric

We calculate the mean IoU (mIoU) for each class to
serve as the semantic metric:

mIoU =
1

Csem

Csem∑
c=1

TPc

TPc + FPc + FNc
, (3)

where TPc, FPc, FNc denote the number of true positive,
false positive, and false negative predictions for class c, and
Csem represents the total number of semantic classes. In
accordance with previous research [3], the noise class [3] is
excluded from the evaluation.

3. Performance by Category
From the main text, we can see that PVP has surpassed

state-of-the-art (SOTA) methods. Figure 1 visually demon-
strates the gains achieved by our method (represented by
the red line) across different semantic categories relative to
SOTA methods. The red line (ours) consistently remains
above the others, outperforming SOTA methods in predic-
tions across nearly all categories. This confirms the high
predictive accuracy and robustness of the PVP method for
each category.
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Figure 1. Performance Chart on 3D Occupancy Prediction: Our method PVP achieved the best results. C&L signifies that the input
includes both camera images and LiDAR point clouds. L indicates that the input is exclusively LiDAR point clouds.
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