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A. Implementation Details

A.1. Pseudo code implementation

We illustrate the method of ACE in the main paper and
propose a pseudo-code implementation of local consistency
in the Algorithm. 1.

Algorithm 1 local consistency Pytorch pseudo-code.

# f£s, ft:
# Cs, Ds:
# 01, 02:
# kernel:

student and teacher encoders

composer and decomposer head

overlap area mask (0/1) of crop Cl and C2
gaussian kernel to smooth the matrix target

ft.params = fs.params
ft.requires_grad = False

for

def

Cl, C2, 01, 02 in loader: # load a minibatch
Cl, C2 = augment (Cl), augment (C2) # random views

sl, s2 = fs(Cl), £fs(C2) # student output
tl, t2 = ft(Cl), ft(C2) # teacher output

# compute composition loss

sl = Cs(sl) # input composer head

01 = maxpool (01l) # pool size 2x2
loss_comp = Computeloss (01, 02, sl, t2)

# compute decomposition loss

s2 = Ds(s2) # input composer head

02 = interpolate(02) # upsample the overlap mask
loss_decomp = ComputeLoss (01, 02, sl, t2)

loss = loss_comp/2 + loss_decomp/2
loss.backward() # back-propagate

# student, teacher updates
update (fs) # Adam
ft .params = m*gt.params + (1l-m)=*gs.params

ComputeLoss (01, 02, s, t):
# compute matching matrix
M = torch.mul (t.flattern(), s.flattern())

# compute matrix target
T = torch.zeros(len(t.flattern()),len(s.flattern()))
idxl = torch.nonzero(01l)
idx2 = torch.nonzero (02)

# apply gaussian weights on the target coordinates
T[idx2, idx1l] = kernel

return - (T * log(M)).sum(dim=1) .mean ()

A.2. Pretraining and testing datasets

We evaluate our ACE on chest X-rays and fundus

photography, pretraining on ChestX-rayl4 [

] and Eye-

PACS [4] datasets respectively. The pretrained ACE mod-
els are validated on target tasks including the following
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datasets:

ChestX-rayl4 [18], which contains 112K frontal-
view X-ray images of 30805 unique patients with the
text-mined fourteen disease image labels (where each
image can have multi-labels). We use the official train-
ing set 86K (90% for training and 10% for valida-
tion) and testing set 25K. The downstream models are
trained to predict 14 pathologies in a multi-label clas-
sification setting and the mean AUC score is utilized
to evaluate the classification performance. In addition
to image-level labeling, the datasets provides bound-
ing box annotations for 880 images in test set. Of this
set of images, bounding box annotations are available
for 8 out of 14 thorax diseases. After finetuning, we
use the bounding box annotations in test set to assess
the accuracy of pathology localization in a weakly-
supervised setting. Besides, we compile a dataset of
1,000 images from test set, each annotated by experts
with distinct anatomical landmarks. We use these la-
beled landmarks for anatomical embeddings analysis
(see main paper Sec. 5.2-1 and Sec. B.1), unsuper-
vised key-point correspondence (see main paper Sec.
5.2-2), key-point detection (see Sec. B.2)

NIH Shenzhen CXR [9], which contains 326 normal
and 336 Tuberculosis (TB) frontal-view chest X-ray
images. We split 70% of the dataset for training, 10%
for validation and 20% for testing which are the same
with [13];

RSNA Pneumonia [!], which consists of 26.7K
frontal view chest X-ray images and each image is la-
beled with a distinct diagnosis, such as Normal, Lung
Opacity and Not Normal (other diseases). 80% of the
images are used to train, 10% to valid and 10% to test.
JSRT [16], which is an organ segmentation dataset in-
cluding 247 frontal view chest X-ray images. All of
them are in 2048x2048 resolution with 12-bit gray-
scale levels. The heart and clavicle segmentation
masks are utilized for this dataset. We split 173 im-
ages for training, 25 for validation and 49 for testing.
ChestX-Det [10], which is a disease segmenta-
tion dataset and an improved version of ChestX-



Detl0 [11]. This dataset contains 3,578 images with
instance-level annotations for 13 common thoracic
pathology categories, sourced from the NIH ChestX-
rayl4 dataset. Annotations were provided by three
board-certified radiologists, and the dataset includes
additional segmentation annotations. We consolidated
all the diseases into one region and the goal of seg-
menting this dataset is to distinguish between diseased
and non-diseased areas for each image. There are offi-
cial split for training and testing sets and we split 10%
images from training set for validation.

e SIIM-ACR [2], a dataset resulting from a collabo-
ration between SIIM, ACR, STR, and MD.ai, con-
tains 12,089 chest X-ray images. It is the largest pub-
lic pneumothorax segmentation dataset to date, com-
prising 3,576 pneumothorax images and 9,420 non-
pneumothorax images, all of which are available in
1024x1024 pixel resolution. We randomly divided the
dataset into training (80%), validation (10%) and test-
ing (10%). The segmentation performance is measured
by the mean Dice which average the dice of pneumoth-
orax non-pneumothorax images.

* EyePACS [4], a diabetic retinopathy (DR) classifica-
tion dataset for identifying signs of diabetic retinopa-
thy in eye images. The clinician has rated the presence
of diabetic retinopathy in each image on a scale of 0
to 4, 0 for no DR, 1 for mild DR, 2 for moderate DR,
3 for severe DR and 4 for proliferative DR. There are
53,576 unlabeled images and 35,126 with labels. We
randomly split the labeled images into training (80%),
validation (10%) and testing (10%) set for downstream
evaluation, and we merge the training, validation and
unlabeled sets for pretraining.

* FIRE [6], the dataset comprises 134 pairs of images
obtained from 39 patients, with each pair annotated
with specific corresponding keypoints. In our target
task, for each pair of images, one image is designated
as the query image, and the task is to identify the corre-
sponding anatomical structures in the key image. Ad-
ditionally, we simultaneously visualize the predicted
and ground truth keypoints in the key image.

A.3. Pretraining settings

We have trained two ACE models with Swin-B back-
bone using unlabeled images from ChestX-ray14 and Eye-
PACS for the adaptation on chest X-ray and fundus imag-
ing. Moreover, to generalize to other architecture we have
trained ACE on ViT-B backbone on ChestX-rayl4. Our
ACE learning paradigm is similar to knowledge distilla-
tion [7], where a student network learns to match a teacher
network’s output. The weights of the student model 8, are
updated by back-propagation and the gradients of teacher
model are stopped whose weights 6; are updated using

EMA (exponential moving average) from student. The up-
date rule is 0; < A0; + (1 — X)d;, where A follows a cosine
schedule from 0.996 to 1 during training.

The composer and decomposer heads are 2-layer MLPs
to integrate and expand the local embeddings. In detail, the
output of student or teacher encoder are patch embeddings
with shape 14 x 14 x 1024. Before the composer head, each
2 x 2 x 1024 adjacent embeddings are concatenated and the
patch embeddings are reshaped to 7x7x 4096, then they are
input to a 2-layer MLP with input dimension 4096 and out-
put dimension 1024 to get shape of 7x7x 1024 embeddings.
Symmetrically, in the decomposer head, the 14 x 14 x 1024
patch embeddings are input to a 2-layer MLP with input
dimension 1024 and output dimension 4096 to expand the
embeddings to 14 x 14 x 4096, then each embedding is
chunked into 2 x 2 x 1024 and the output embeddings will
be 28 x 28 x 1024.

During the pretraining phase, we utilize a batch size of 8
images per GPU and train for a total of 100 epochs with 4
V100 (32G). The optimizer is AdamW and the initial learn-
ing rate is set to Se-4 with a linear warm-up over the first 10
epochs. The weight decay starts at 0.04 and reaches 0.4 by
the end of training, following a cosine schedule. The drop
path rate is set to 0.1. Gradient clipping is applied with a
maximum norm of 0.8 to ensure stable training dynamics.

A .4. Finetuning settings

For the target classification tasks, we concatenate a ran-
domly initialized linear layer to the output of the classifica-
tion (CLS) token of ViT-B pretrained models. For Swin-B
pretrained models, we add an average pooling to the last-
layer feature maps, then feed the feature to the randomly
initialized linear layer. For the target segmentation task, we
use UperNet [19] as the training model. We concatenate
pretrained weights and randomly initialized prediction head
for segmenting. Following [12], we employ the AdamW
optimizer in conjunction with a cosine learning rate sched-
uler. We incorporate a linear warm-up phase spanning 20
epochs, within a total training duration of 150 epochs. The
base learning rate is set at 0.0001. Each experiment is con-
ducted using four V100 32 GPUs, with a batch size of 32
per GPU. For segmentation tasks, we retain the same setup
and extend the training period to 500 epochs.

B. Additional Results

B.1. Emergent property: ACE understand anatom-
ical symmetry.

Experimental Setup: We examine ACE’s ability to cap-
ture the symmetry of anatomical structures in its learned
embedding space. To do so, we consider N = 7 anatomi-
cal landmarks, including three pairs of mirrored structures
and one structure located in the center of the chest, as shown



in Fig. 1-a. We extract size of 4482 patches (C = {C;}Y))
around each landmark’s location from the original images,
and then use ACE’s pretrained model to extract latent fea-
tures for each landmark and its corresponding left and right
flipped version (C' = T(C)). The extracted features of C
and C are visualized via t-SNE plots in Fig. 1-b and 1-c,
respectively.

Results: As seen in Fig.1-b and Fig.1—c, ACE captures the
symmetry of anatomical structures within its learned em-
bedding space. For example, the right and left clavicles,
which are visually symmetrical, are represented similarly
in the embedding space. As seen, the blue cluster in Fig.1—
b, corresponding to the right clavicle, closely matches the
yellow cluster in Fig. 1—c, which represents the flipped left
clavicle. A similar pattern is observed for other pairs, such
as the left rib 5 and its flipped version, represented by the or-
ange and red clusters in Fig.1-b and Fig.1—c, respectively.
These observations demonstrate that ACE effectively cap-
tures the symmetry of anatomical structures in its learned
embedding space as an emergent property.
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Figure 1. ACE reflects the symmetry of anatomical structures in its
learned embedding space as an emergent property. As seen, ACE
provides mirrored embeddings for mirrored anatomical structures
(e.g., the right and left clavicles, and the right and left rib 5.).

B.2. Fine-tuning evaluation: key point detection

Experimental Setup: we investigate the generalizability of
ACE’s pretrained model via fine-tuning the landmark detec-
tion task. To do so, we use the dataset annotated by experts
with distinct anatomical landmarks (mentioned in main pa-
per Sec. 5.2), and we choose 7 key points as shown in Fig.
2-a. We load the pretrained weights of ACE and other base-
lines including ImageNet-1K, BYOL, DINO and POPAR.
The fine-tuning architecture is UperNet which is the same
with segmentation, while the training target is the specific
points of interest. Following [17], we optimize the detec-
tion process based on the heatmap method, that is, we add
3?2 +y2
202
ground truth landmark where the peak is 1 and the values
decrease as the distance increase. The learning target is vi-
sualized in Fig. 2-b where the green points are the center
of the heatmaps. The error between prediction and ground
truth points is used as the evaluation metric.

a 11 x 11 Gaussian kernel exp | —

) to smooth each

Results: As seen in Fig. 2-c, initializing with our ACE’s
weights can get the lowest pixel error 16.44 while the im-
age size is 448 x 448, better than initialized with other
baselines, ImageNet pretrained weights and training from
scratch. From the results, ACE’s representations can give
some priors about the anatomical structure which boosts to
distinguish the key points.

Method Pixel Error

Scratch 29.25
ImageNet-1k 17.36
BYOL 19.79
DINO 19.37
POPAR 17.61
ACE 16.44

(a) Chosen key points

(b) Key point prediction (c) Comparison on different methods

Figure 2. ACE demonstrates its ability to boost downstream key
point detection tasks. (a) 7 key points are chosen for fine-tuning;
(b) the inference detection image where the red points are pre-
diction while points are the ground truth situating at the
center of the heatmap; (c) comparison between ACE and other
pretrained baselines and the lower pixel error the better detection
performance.

B.3. Weakly supervised localization

Experimental setup: To compare with other pretrain-
ing methods POPAR [14], DINO [3], BYOL [5] and
Adam [8], we initialize downstream model with these pre-
trained weights using only image-level disease label on
ChestX-ray14 dataset. After fine-tuning, the models are
used for inference on 787 cases annotated with bounding
boxes for eight thorax diseases: Atelectasis, Cardiomegaly,
Effusion, Infiltrate, Mass, Nodule, Pneumonia, and Pneu-
mothorax. We use Grad-CAM [ | 5] heatmap to approximate
the localization of a specific thorax disease predicted by the
trained model. The baseline Adam is fintuned on ResNet50
and other methods are based on Swin-B.

Results: Fig. 3 shows the visualization of heatmaps gener-
ated by ACE, POPAR, DINO, BYOL and Adam for 8 thorax
pathologies in ChestX-ray14 dataset. From the results, the
localization of our method surpasses the learning global fea-
ture methods DINO and BYOL and learning inherent struc-
ture pattern method POPAR and Adam. For analyzing the
Grad-CAM heatmaps, our method shows more precise and
compact localization with small shifts, while the learning
global feature methods DINO and BYOL often completely
can not localize the diseases. And surprisingly, our model
can also localize some small pathologies like nodules and
atelectasis, which demonstrate the positive impact of the
combination of learning global and local anatomies.
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