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1. Whu-Opt-SAR:

We show a more detailed comparison between Fuse-
Form and other methods on the Whu-Opt-SAR [6] dataset
in Table 1. FuseForm demonstrates superior overall perfor-
mance with the highest mIoU, indicating robust segmenta-
tion quality across all classes. FuseForm excels in classify-
ing city regions but shows some variability in other classes.
The strong performance in high-percentage classes such as
farmland and water (35% and 38%, respectively) combined
with competitive scores in all other classes, underscores its
effectiveness. While there is room for improvement in spe-
cific classes such as road and others, FuseForm’s mIoU met-
ric makes it the best-performing method in this comparison.

2. Final Expansion Layer:

The final layer of the FuseForm decoder is a linear pro-
jection layer when expands the segmentation map from
[H/4,W/4, C1] to [H/2,W/2, C1 × 4], which allows the
decoder’s output to attend to more pixels per output token.
In this section, we explore the effects this has on decoder
performance. On the MCubeS dataset with all modalities,
we follow the training parameters outlined in the Experi-
ments section. The results are shown in Table 2.

Altering the decoder output size has a notable impact
on the performance on FuseForm. The half resolution
(H/2,W/2) configuration provides the best mIoU, suggest-
ing that some degree of upsampling enhances performance.
The model still performs competitively when the embed-
ding layer is enabled but does not upsample the output. Up-
sampling by a factor of 4 to the full input resolution reduces
the performance by 1.77%, showing the limits of how much
a single layer can perform meaningful upsampling. Remov-
ing the embedding layer altogether decreases the mIoU by
0.96%, indicating the final expansion layer has value re-
gardless of the output size.

3. Dataset Visualizations:
Some qualitative examples from the MCubeS [7] dataset

are shown in Figure 3. Segmentation images are taken with
our FuseForm model using all modalities (RGB-A-D-N).

Some qualitative examples on the Whu-Opt-SAR [6]
dataset are shown in Figure 1. The first image is a compo-
sition of 9 tile images, while the other 5 are single images,
enlarged to show the detail in the segmentation maps.

Figure 2 shows two samples from the Next Day Wildfire
Spread dataset [5]. The first 12 columns are input to the
model and the rightmost column is the ground truth for that
sample.

More examples from our other two tested datasets, De-
LiVER [8] and MFNet [3], are shown in Figures 4 and 5.
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Figure 1. Example results from the Whu-Opt-SAR dataset.

Table 1. Land classification mean Intersection over Union (mIoU), as well as accuracies for each class for the Whu-Opt-SAR dataset [6].
Results are shown when each method is using all modalities.

Class Accuracy (%)
Method mIoU OA Farmland City Village Water Forest Road Others

SegNet [1] 37.4 75.7 76.5 42.8 45.1 68.4 96.9 42.8 14.0
DeeplabV3+ [2] 41.2 80.9 79.5 65.8 39.3 75.2 94.2 79.0 12.7
MCANet [6] 42.9 81.7 79.7 58.8 49.7 78.6 95.8 35.2 27.2
OPTSARMSNet [4] 45.2 84.3 72.3 53.7 75.9 79.6 92.2 86.8 28.5
FuseForm 48.4 83.7 80.4 73.6 62.9 77.9 92.1 60.9 24.6

Table 2. mIoU results for the MCubeS dataset [7] when using all
available modalities and altering the decoder output size through
the final expansion layer.

Method mIoU
H, W 52.93
H/2, W/2 54.70
H/4, W/4 54.60
Embedding Layer Removed 53.74
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Figure 2. Two samples from the Next Day Wildfire Spread dataset from [5].

Figure 3. Example outputs from the MCubeS test set.
Figure 4. Example outputs from the DeLiVER validation set.



Figure 5. Example outputs from the MFNet test set.
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