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Table 1. Effects of APR

APR affine CD (avg)
known novel

✗ ✗ 1.354 2.737
✓ ✗ 1.317 2.611
✓ ✓ 1.199 2.333

1. Effects of the APR scheme
The Adjacency Preserving Reordering (APR) scheme is

space-filling, similar to the Hilbert [2] and XYZ [6] order-
ing techniques. Additionally, the scheme theoretically pro-
vides an infinite ways to order the points, only limited by the
number of points, thanks to a learnable affine transforma-
tion layer. We look at the effects of each component through
a further ablation study on the ShapeNet-ViPC dataset in
Table 1.

2. Performance statistics on additional datasets
The task of cross-modal point cloud completion is a

recent idea introduced [7] along with the ShapeNet-ViPC
dataset, with no equivalent dataset that is just as compre-
hensive, i.e. contains class-mapped pointclouds with cor-
responding reference view images. For unimodal analysis,
in addition to the real-world 3D object classification on the
ScanObjectNN dataset, we perform experiments that we de-
scribe below with the same encoder configuration as that of
the classification task on ScanObjectNN. The training data
is subject to random rotation and slight scaling operations at
each epoch. For comparision purposes, we take the results
reported in the other research works.
Classification on ModelNet40. This [4] is a synthetic CAD
dataset with 40 classes that contains a total of 12,311 noise-
less pre-aligned models. The classification head is based on
that of PointMamba [2]. We report the Overall Accuracy
(OA) in percentage in Table 2.

Table 2. ModelNet40 dataset

Method OA (%)

PCM [6] 93.4
PointMamba [2] 93.6
Point-MAE [3] 93.8
Joint-MAE [1] 94.0
Ours 94.3

Table 3. ShapeNetPart dataset

Method mIoU (%)
class instance

Point-MAE [3] 84.2 86.1
Joint-MAE [1] 85.4 86.3
PointMamba [2] 84.4 86.2
PCM [6] 87.0 85.3
Ours 87.4 86.9

Segmentation on ShapeNetPart. We perform the task of
part segmentation on the ShapeNetPart [5] dataset which
contains 16,881 shapes from 16 categories, with 50 segmen-
tation parts in total. We report the mean Intersection over
Union (mIoU) percentages at both the class level and the
instance level in Table 3. Our model demonstrates superior
performance by a good margin, especially on the instance
level.
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