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Abstract

Solving tasks for autonomous road vehicles using com-

puter vision is a dynamic and active research field. How-

ever, one aspect of autonomous transportation has received

little contributions: the rail domain. In this paper, we intro-

duce the first public dataset for semantic scene understand-

ing for trains and trams: RailSem19. This dataset consists

of 8500 annotated short sequences from the ego-perspective

of trains, including over 1000 examples with railway cross-

ings and 1200 tram scenes. Since it is the first image dataset

targeting the rail domain, a novel label policy has been de-

signed from scratch. It focuses on rail-specific labels not

covered by any other datasets. In addition to manual an-

notations in the form of geometric shapes, we also supply

dense pixel-wise semantic labeling. The dense labeling is

a semantic-aware combination of (a) the geometric shapes

and (b) weakly supervised annotations generated by exist-

ing semantic segmentation networks from the road domain.

Finally, multiple experiments give a first impression on how

the new dataset can be used to improve semantic scene

understanding in the rail environment. We present proto-

types for the image-based classification of trains, switches,

switch states, platforms, buffer stops, rail traffic signs and

rail traffic lights. Applying transfer learning, we present

an early prototype for pixel-wise semantic segmentation on

rail scenes. The resulting predictions show that this new

data also significantly improves scene understanding in sit-

uations where cars and trains interact.

1. Introduction

Autonomous driving for road vehicles is currently a

rapidly developing topic promising improvements for con-

venience and road safety. Camera-based sensors are cru-

cial components needed to solve many open tasks for au-

tonomous driving. Image/video datasets are at the center of

the current push in data-driven machine learning allowing

much progress in this field. Although the number of public

datasets for road scenes has increased over the last years,

rail applications have been left out. There is a noticeable

lack of research for autonomous trains and trams. This also

affects the safety of autonomous cars at rail intersections

and city environments where cars and trams share the same

roads. Such scenes are underrepresented in existing road

datasets (e.g. [5], [16], [2]).

In this work, we present the first public dataset for se-

mantic scene understanding of image sequences covering

the rail domain. Full pixel-wise annotations are labor-

expensive and contain many areas already covered by road

annotation datasets. Instead, we define a new geometry-

based label policy capturing relevant semantic content. This

closes crucial gaps for both road and rail vehicles with little

redundancies. Our main contributions are:

• An analysis of existing datasets to identify existing rail-

relevant data and the data gap (Section 2).

• A novel label policy for the rail domain (Section 3).

• A new dataset called RailSem19 (rail semantics dataset

2019) which is the result of an extensive data collection

campaign, frame selection, and annotation work (Sec-

tion 4; freely available at www.wilddash.cc).

• A semantic-aware automated process to join the man-

ually created geometric shape annotations and pre-

generated pixel-wise label maps (weakly supervised) to

gain annotations suitable for pixel-wise semantic seg-

mentation (Section 5). Direct use in road scenarios is

supported by our Cityscapes-compatible labels.

The experimental result Section 6 showcases tasks that

can be tackled using the new dataset. It gives strong empiri-

cal evidence that our dataset closes the previously identified

data gap. Finally, Section 7 summarizes our contributions.

2. State-of-the-Art

To the best of our knowledge, RailSem19 is the first pub-

lic dataset for solving tasks based on images from the ego-

vehicle view for the rail domain. This section summarizes
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Figure 1. Examples from RailSem19: front views from train and tram rides in varying seasons, lightings, and environments

other, more generic datasets which contain some rail cate-

gories. It is divided by three computer vision (CV) tasks

connected to semantic understanding: image classification,

object detection and dense semantic segmentation.

2.1. Classification

Bernardi et al. [3] provide a general summary of public

datasets for image classification and automatic image de-

scription. Some of the datasets also contain rail-relevant

labels:

• CIFAR 100 dataset [11] has one sub-class for trains

within the vehicles 1 superclass. There are 600 images

present in the dataset for this class. The very small size

of 32x32 pixels per image makes this dataset unfit for

robust real-world data.

• In the PASCAL VOC2012 challenge [6], the class trains

is represented by a total of 544 example images.

• The Microsoft COCO dataset [14] contains 3745 images

annotated with the class trains. The vast majority of

images from the classes traffic lights (4330) and stop

signs (1803) are taken from regular road scenes without

any rail context.

• The popular 1000 ImageNet [21] ILSVRC2017 object

categories from the Synset dataset contain labels for

freight car (1311 images), passenger car (986 images),

streetcar (1309 images), electric locomotive (1217 im-

ages), steam locomotive (1187 images), and bullet train

(1205 images) with a total of 7215 images annotated

using any of these labels. The extended Synset dataset

contains a few more leaf nodes (e.g. diesel locomotive,

tender).

• The Open Images Dataset V4 [13] is a collection of

over 9.2 million images with bounding box annotations.

Overall, 9284 images contain a total of 10506 annota-

tions for the label for train. These images are mainly

taken from passenger’s views (e.g. from the platform

towards the approaching train). They also include pic-

tures of toy and model trains. There are only two images

with both a traffic light and a train annotation. No other

road/rail-relevant label is present with an overlap of the

train label.

• There are some annotated datasets (e.g. YFCC-100M

[23], SBU1M [17]) which automatically link title and

descriptions to images from flickr, but these unmoder-

ated results contain huge label noise.

2.2. Detection

Multiple classification datasets provide bounding box

annotations for the mentioned instance classes: both MS

COCO and Open Images Dataset support all mentioned

classes. ImageNet contains a reduced set of label classes

and offers bounding boxes for the rail-relevant classes.

2.3. Semantic Segmentation

Some of the dense (i.e. pixel-wise) annotated datasets

focusing on road scenes contain also rail elements (as seen

from the car’s perspective):

• Among the 35 label classes of the Cityscapes

dataset [5], there are two specifically relevant for rail

scenarios: rail track and train. In contrast to Railsem19,

the rail track label encloses both the rails and the area

between them. Cityscapes contains 117 images with

131 annotated rail tracks and 167 images with 194 anno-

tated trains. The average area relative to the total image

area is 6:55% for rail track and 4:07% for train.

• The Mapillary Vistas dataset [16] has a far more ex-

tended label policy. The public dataset has 66 labels

while the commercial dataset contains 152classes. For

the rail domain, the public label classes1 only include

the same two classes as Cityscapes: construction–flat–

rail-track and object–vehicle–on-rails. In the combined

training and validation sets there are 710 images with

1No public information or sample data indicates additional rail-relevant

labels in the commercial edition.
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