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Abstract

Image-to-image translation has the goal of learning how

to transform an input image from one domain as if it was

from another domain, while preserving semantic and global

information from the input. We present an image-to-image

translation method that can be trained with unpaired im-

ages from source and target domains. However, we intro-

duce a regularization that allows the model to specifically

translate the local spatial statistic from one domain to an-

other in an effort to leave unchanged gross structures and

discourage translations of the semantic content. We do so

by learning to generate paired images mapping the local

statistic from one domain to the other. In turn, such images

are used to improve the training of the translation networks,

which become more focused on translating only the “style”

of images while preserving the semantic content. Experi-

ments on domain translation as well as domain adaptation

highlight the effectiveness of our approach in comparison

with the state-of-the-art.

1. Introduction

We present a new method for unsupervised image-to-

image translation using a Generative Adversarial Network

(GAN) [11] based method. Unpaired image translation

seeks to learn how to take an image from one domain (e.g.,

images of horses) and reproduce it as if it was from an-

other (e.g., images of zebras). This can be applied to many

different computer vision problems, such as domain adap-

tation [3] or image modification, like changing a celebrity’s

facial expression [5], or super-resolution [18].

Unsupervised image-to-image translation usually suffers

from two important problems. First, in absence of paired

images in training, it is hard to teach the translation net-

works which are the parts of the scene that need to be trans-

lated. Cycle-consistency [43] based approaches exhibit that

problem because they have no additional constraints ad-

dressing it, which is why some recent methods [29, 4] pro-

posed to leverage attention mechanisms to teach networks

where to attend.

While there are many approaches to image-to-image

Figure 1: Paired style image translation. The first column

shows a style image pair generated by our method. The sec-

ond and third columns show examples of our results trans-

lating the horses (top-middle) to zebras (top-right) and vice

versa. Note how the watermark in the top-middle column is

unaffected as it is not in the style statistic for either domain.

translation [41, 17, 24, 37, 44, 25], they do not directly ad-

dress a second important issue, noted in [44, 15]. In par-

ticular, despite creating realistic target images, they may

change their semantic content as a side effect of the trans-

lation process. For example, in a translation task between

MNIST [21] and SVHN [32] datasets an image from label

3 may be used as source and is translated to SVHN and

back and still resemble a 3, but in the SVHN domain it’s

semantic content will often flip to some other digit. This

makes previous work unusable for mapping styles for do-

main adaptation [35, 20, 12, 10, 7, 38, 36], and could also

generate issues with changing too much about an image in

other tasks such as altering the outlines of a subject.

In this work, we took inspiration from works in style

transfer noting that, for instance, in translating an apple im-

age to the orange’s domain the expected result is to have

the apples in the image more or less “replaced” by oranges

with little else modified. This is why we propose to learn

the joint statistics between the translation domains of the

local “styles,” and use it as a way to restrict the transla-

tion to color and texture modifications, rather than altering
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gross structures. In absence of paired samples defining the

domain local styles, we learn how to generate paired style

images, together with the translation networks. The result

is a regularized cycle-consistency model that can learn the

correspondence between the textures of the two domains

that need to be translated, versus those that should be main-

tained. The experiments show this makes for a translation

module which preserves more semantic information, and

gives us a model that is more adept at domain adaptation,

while giving good results for other translation tasks.

2. Related Work
Image-to-Image Translation. Early formulations of the

image-to-image translation problem can be traced back to

[14], where they used handcrafted metrics to match sliding

windows of texture patches from the source texture to the

target image. However, this method requires having seman-

tic pairs of samples to work with which can be more costly

to setup compared to an unsupervised approach. To lever-

age unsupervised samples Generative Adversarial Networks

(GAN) [11] have been the focus of most recent works, in-

cluding this one. The adversarial training creates a scenario

in which the generator can learn the distribution of real-

istic images and even semantic information about the im-

ages without the use of pairs. For instance, in Condition-

alGAN [17] they train both the generator and the discrimi-

nator to have access to the source sample thus allowing the

discriminator to evaluate the conditional probability of the

generated sample. In [37] they showed that by constrain-

ing the generator to act as an identity function on their tar-

get domain they were able to translate portrait images of

celebrities to caricatures of their faces, despite not having

any correspondence in the training set. In [24] instead, they

used a generator model based on Variational Auto-Encoders

(VAE), which assumes that the unpaired images can both

be compressed to the same latent code, while still being re-

constructable from the decoder. And translational GANs

have even been shown to augment data effectively enough to

produce competitive results in domain adaptation tasks [3].

More recently, cycle-consistency [43] has become a pop-

ular approach for unpaired image-to-image translation. In

the unsupervised setting, translation networks must addi-

tionally learn which parts of the scene are intended to be

translated, when this is not directly enforced by the cycle-

consistency. [29, 4] have applied attention mechanisms to

each translation network, trying to enforce the networks to

look at the desired parts of the scene. Our approach relates

to those because it aims at achieving a similar effect, but

we do not need an additional attention network for trans-

lation, and we regularize the cycle-consistency based on

generating image pairs capturing the respective “styles” to

be translated. Finally, [23] uses adversarial training with

domain-specific information to perform continuous cross-

domain image translation and manipulation.

(a) Zebra-Horse style pairs

(b) Apple-Orange style pairs

Figure 2: Paired style images. Paired style images from

Zebra to Horse dataset (a), and Apple to Orange dataset

(b). The top row shows examples of generated style images

from the source domain and the second row shows the cor-

responding generated style images from the target domain.

Texture Style Transfer. Image-to-image translation and

texture style transfer have been linked since the early

works [14, 6] in that they share the ill-posed problem of

preserving the overall structure of the input while modify-

ing the colors, textures, and other attributes to create the de-

sired effect on the output. One thing that was always clear is

the importance of finding texture correspondences between

the source image and the source texture at multiple scales.

These ideas have evolved also onto more recent works lever-

aging deep networks [9], which use the Gram matrix to

measure the correlation of textures at multiple scales within

the image to capture and disentangle the image’s “style”.

Subsequently, [28] took into consideration spatial corre-

spondence through the use of semantic segmentation to fur-

ther ensure that outputs are, for instance, photorealistic as

opposed to picturesque. [40] instead, introduced an unsu-

pervised learning approach to discover, summarize, and ma-

nipulate artistic styles from large collections of paintings.

Differently than previous work, we are more interested in
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Figure 3: End-to-end training architecture. This plot shows the end-to-end training of our model. Gs and Gt generate

the paired images fs and ft, respectively. Since fs is paired with ft, if we pass fs to the mapping network F , we should be

able to reconstruct ft. Similarly, since ft is paired with fs, if we pass ft to the mapping network H , we should be able to

reconstruct fs. In this way, F and H are trained directly and they are encouraged to correctly map the local statistics from

source to target and vice versa while preserving the image semantic content during the translation. Most layers of Gs and Gt

are shared in order to generate meaningful pairs. Each discriminator receives three sets of images. The first set includes real

images of the source or target distribution (blue arrows). The second and third includes the translated images and generated

images which make up the fake group (red arrows).

directly finding texture-texture correspondences which are

present in the images of a source and a target domain, i.e.,

the texture of an apple skin (source) should become like the

texture of an orange peel (target) in particular translation

tasks, but the background textures while present should be

unchanged as much as possible. This we do by learning the

joint distribution of textures across the image domains.

3. Overview

Our focus is the image-to-image translation problem,

where we are given a training dataset made of sets of im-

ages Ds = {(xs
i )}

N
i=1

and Dt = {(xt
i)}

M
i=1

referred to as

the source and target datasets, respectively, and each xs
i , xt

i

are realizations of random variables Xs, Xt, defined by the

source and target distributions. Our goal is to translate an

image drawn from the source distribution into an image that

appears as if it was drawn from the target distribution.

This problem can be solved by training a conditional

GAN architecture with pairs of corresponding images from

the two domains [16]. However, collecting pairs can be

costly or unrealistic in many situations. Therefore, several

approaches have proposed to address the image-to-image

translation problem in unsupervised settings, whereby no

two training samples from source and target domains can

be paired [16, 43, 24]. Relevant regularization strategies for

addressing the absence of pairing information include im-

posing cycle-consistency [43], or weight-sharing [24].

Our approach aims at further alleviating the missing pair-

ing information by adding to the training procedure paired

images from source and target domains. Doing so should

make the training more similar to learning a conditional

GAN with paired images. However, since those pairs are

not directly included in the training datasets, we propose to

learn how to generate them. Models such as [25] can effec-

tively generate such image pairs through the use of weight-

sharing among generators and discriminators, but in order

to generate image pairs of suitable resolution the generator

networks must work in multiple stages [42, 19], extrapo-

lating more image information in each layer. On the other

hand, since we want to improve the translation, we do not

necessarily need the generation to look realistic at every

scale. This is why we leverage a simplified generator model

which creates what we call paired style images. These are

stochastically generated paired images that capture how the

local spatial statistics of the source domain should be trans-

lated into the target domain, but do not represent a semantic

translation at larger scales. Since the translation pipeline

is supposed to be effective also on paired style images, the

resulting model translates source images more reliably by

replacing the local image statistics with those from the tar-

get domain.

For example, let us consider the task of translating im-

ages of zebras into images of horses, or vice versa. This

could be done by finding the striped texture in the source

image, which represents the zebras, and convert it to a uni-
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(a) Horse to zebra. (b) Zebra to horse.

Figure 4: Horse to zebra and zebra to horse translation. Examples showing how a source image with horses is translated

into a target image with zebra style (a), and vice versa (b). For every translation pair the left image is the source image, while

the right image is the translated image.

form texture, which represents horses. Our model learns

paired style generators capable of synthesizing paired style

images as in Figure 2a. The top row shows generated style

images of zebras and the bottom row their paired style im-

ages of horses. Each zebra style image contains several

striped texture areas while its paired horse style image re-

places the corresponding areas with more uniform texture

in mottled brown. By training the translation network using

these paired style images, we teach the network to look for

and replace mainly the image “style” identified by the map-

ping between the local statistics of the two domains that

has been learned by the generators, and is “visualized” as in

Figure 2a. Figure 2b shows some generated paired style im-

ages for the task of translating images of apples into images

of oranges.

4. Model Definition

Similar to [43], our model consists of two mapping net-

works F : Xs → Xt and H : Xt → Xs. Our model

also includes two generators Gs : Z → Xs and Gt : Z →
Xt that generate paired style images (fs, ft) by randomly

drawing from Z, a normally distributed variable. Gs and

Gt share some weights as we will explain later. We also

use two adversarial discriminators Ds and Dt. Ds aims at

distinguishing local style statistics of source real images,

xs, from local style statistics of generated (fake) source im-

ages, fs, and of translated images, H(xt). Dt instead, aims

at distinguishing local style statistics of target images, xt,

from local style statistics of generated (fake) target images,

ft, and of translated images, F (xs). See Figure 3 for a

diagram illustrating these interactions. The discriminators

Ds and Dt have PatchGAN architecture [16], which only

penalize local structures at the patch scale; therefore, they

mainly capture local style statistics [22].

Our full objective includes three types of terms. First,

we use two adversarial losses, one for matching the distri-

butions of generated source style images, and of translated

images from target to source, to the source data distribu-

tion. Similarly, the other is used for matching the distri-

butions of generated target style images, and of translated

images from source to target, to the target data distribution.

Second, we use cycle-consistency losses to regularize the

mapping functions F and H . Third, we use autoencoder

losses between the generated paired style images.

4.1. Adversarial Losses

To learn the source discriminator Ds we use the typical

adversarial loss [11] as follows:

Ladv−s(Ds, Gs, H) = E[log(Ds(X
s))]

+ E[log(1−Ds(H(Xt))) + E[log(1−Ds(Gs(Z)))] ,
(1)

where Gs tries to generate images, from the random vari-

able Z, that have local style statistics similar to source im-

ages Xs (and are paired with target style generated im-

ages ft = Gt(z)). H tries to translate images from tar-

get into images with style similar to the source. Ds aims
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Figure 5: Black hair-to-blond hair and blond hair-to-black hair. For every triple the left image is from the source, the

middle image is reconstructed after translation, and the third one is the translated image.

at matching the distributions of generated source style im-

ages (fs = Gs(z)), and of translated images from target to

source (H(xt)), to the source data distribution (xs). H and

Gs try to minimize (1) against the adversary Ds that tries to

maximize it.

Similarly, to learn the target discriminator Dt we use the

loss:

Ladv−t(Dt, Gt, F ) = E[log(Dt(X
t))]

+ E[log(1−Dt(F (Xs))) + E[log(1−Dt(Gt(Z)))] ,
(2)

where Gt tries to generate images from Z that have local

style statistics similar to target images Xt (and are paired

with source style generated images fs = Gs(z)). F tries to

translate images from source into images with style similar

to the target. Dt aims at matching the distributions of gen-

erated target style images (ft = Gt(z)), and of translated

images from source to target (F (xs)), to the target data dis-

tribution (xt). F and Gt try to minimize (2) against the

adversary Dt that tries to maximize it.

Since Ds and Dt penalize only local structures, the loss

associated with the discriminators Ds and Dt can be inter-

preted as a form of texture loss, which we loosely speaking

refer to as “style”.

4.2. Cycle Consistency Loss

By playing an adversarial game with (1) and (2) we could

learn Ds, Dt, and also the translation networks F and H .

However, doing so would not give sufficient guarantees that

xs and x̂t were paired up in a meaningful ways. Indeed, the

main requirement satisfied so far would be that the distribu-

tion of the translations matches the one of the target domain

data. To alleviate that the translation networks should be

cycle-consistent [43], meaning that the original image after

translation should be reconstructable by a backward trans-

lation. This means that for source samples we want to have

xs
F
−→ x̂t

H
−→ xs, while for target samples we want to have

xt
H
−→ x̂s

F
−→ xt. Therefore, we adopt the following cycle-

consistency loss:

Lcyc(F,H) =EXs [‖H(F (xs))− xs‖1]

+ EXt [‖F (H(xt))− xt‖1] ,
(3)

Even after imposing (3), nothing would prevent the seman-

tic content of images from changing during the transla-

tion. For example, a source image depicting a digit could

still be translated into a target image depicting a differ-

ent digit (e.g., where the source training dataset could be

MNIST [21] and the target dataset could be SVHN [32]).

4.3. Autoencoder Loss

This loss allows to directly exploit the generation of

paired style images for improving the learning of the trans-

lation networks. Specifically, the adversarial losses (1)

and (2) allow us to generate source and target style images.

In addition, those are paired by virtu of the fact that Gs

and Gt share the initial layers [26], as described in detail

in Section 4.5. Such paired style images can then be used

to improve the training of F and H . More precisely, let us

assume that Gs and Gt generate a pair of images (fs, ft) by

drawing z. Since ft = Gt(z) is paired with fs = Gs(z), it

should be possible to reconstruct ft by translating fs with

F , i.e., fs
F
−→ ft. Similarly, since fs = Gs(z) is paired

with ft = Gt(z), it should be possible to reconstruct fs by

translating ft with H , i.e., ft
H
−→ fs. Therefore, we pro-

pose to add the following autoencoder loss to enforce what

5116



we have just observed:

Lauto(F,H) = EZ [‖F (Gs(z))−Gt(z)‖1

+ ‖H(Gt(z))−Gs(z)‖1] ,
(4)

The main effect of this loss should be to improve the way

in which translation is performed by better learning how lo-

cal statistics from the source domain should be mapped, or

translated, onto the target domain. Since this training boost

is focused only on the local statistics, i.e., the style of the

domain, adding (4) should further discourage the mutation

of structures at larger scales during the translation, which

could potentially alter the semantic content of the images.

This loss teaches the translation networks where to attend

which makes it unique compared to [24].

4.4. Full Objective

The full objective is the summation of the losses de-

scribed above:

L(H,F,Gs, Gt, Ds, Dt) = Ladv−s(Ds, Gs, H)

+ Ladv−t(Dt, Gt, F ) + λcLcyc(F,H) + λaLauto(F,H) ,
(5)

where λc and λa are hyperparameters that strike a balance

between the different losses. The desired translation net-

works can be found by solving:

F
∗

, H
∗ = arg min

F,H,Gs,Gt

max
Dx,Dy

L(F,H,Gs, Gt, Ds, Dt) . (6)

4.5. Implementation Details

Each mapping network (F and H) includes 2 down-

sampling convolutional layers followed by 9 residual

blocks [13] and 2 up-sampling convolutional layers. We

designed the number of kernels to have 256 feature maps

in the residual blocks. Therefore, the noise dimension is

256 × M × M , where M is one fourth of the input image

dimension. Gs and Gt include 4 residual blocks and 2 up-

sampling convolutional layers and share all the layers ex-

cept the last convolutional layer to guarantee the generated

pairs as discussed in [26]. We use PatchGan [17] and [44]

because of its ability to capture local style statistics.

5. Experiments

We perform several qualitative and quantitative experi-

ments. For the qualitative results, we perform several pop-

ular image-to-image translation tasks, including zebra-to-

horse, black hair-to-blond hair, and apple-to-orange. For

the quantitative experiments, we designed a number of do-

main adaptation tasks.

5.1. Qualitative results

Zebra-to-horse. We used around 1000 images of horses

and 1300 images of zebras obtained from the ImageNet

dataset [34]. All images are resized to 256×256. Figure 4a

Figure 6: Paired style images from/to Zebra to/from

Horse. We train the translation networks F and H using

the generated paired style images by adding an autoencoder

loss. Each zebra style image contains several striped texture

and its paired horse style image contains more uniform tex-

ture in the same exact positions. By training the mapping

networks using these paired style images, we teach them to

look for and translate only the desired style that emerges by

contrasting the source with the target domains.

shows some horse images and their translation to zebras.

We can even see in Figure 4a in the top-left and 2nd row

left if we look at the water section of the images that the

model, because of our focus on texture translation, has the

capability of recognizing the reflections of the horse(s) and

converting them also. We would not be able to learn this in

supervised settings since we could never construct such an

image pair. Further, this shows that due to learning texture

images our model is generally spatially invariant, including

rotation in image. Figure 4b and 6 show the translation from

zebras to horse and some style pair images respectively.

Black hair-to-blond hair. We used 2000 images of women

with black hair and women with blond hair obtained from

the CelebA dataset [27]. All images are resized to 128 ×
128. Figure 5 shows some translated images from black

hair to blond hair and vice versa. Because of the reduced

image size, the PatchGAN discriminator can also capture

the global style statistics in addition to local style statistics,

leading to generated images that look more realistic. See

Figure 8.

Apple-to-orange. We used around 1000 images of apples

and oranges obtained from ImageNet dataset [34]. All im-

ages are resized to 256×256. Figure 7 shows some samples

and Figure 2b shows some generated styles.
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Figure 7: Apple-to-orange and orange-to-apple. For every triple the left image is from the source, the middle image is

reconstructed after translation, and the third one is the translated image.

Figure 8: Paired style images from/to black hair to/from

blond hair. Since we resize the images to 128 × 128, the

PatchGAN discriminator can also capture the global style

statistics in addition to local style statistics. That is the rea-

son why some generated images look realistic. By training

the mapping networks using these paired images, we teach

them to look only for and translate only the desired style that

emerges by contrasting the source with the target domains.

5.2. Quantitative results  Domain Adaptation

Preserving the semantics in images during translation is

one of the main advantages of our proposed model. In this

section, we design an experiment that highlights this aspect.

Domain Adaptation. Deep learning approaches have

shown promising results when large amounts of labeled data

are available. There are still many problems worth solving

where labeled data on an equally large scale is too expensive

to collect, annotate, or both. In such a scenario, the typical

approach is to train a model from a closely related labeled

dataset (source dataset with N labeled samples (xi
s, y

i
s),

i = 1, · · ·N ) with a large amount of samples and adapt

it to work well on the target domain, the one that has no

or few labeled samples. Domain adaptation usually is done

in three ways. Some try to find a network that maps from

the source domain to the target domain [24]. Some find a

shared latent space that both domains can be mapped to be-

Table 1: Domain adaptation. Classification accuracy for

domain adaptation over the 100 classes of M, U , and S .

Method LB CoGAN [26] UNIT [24] CycleGAN [43] Ours UB

M → U 82.2 95.6 95.9 95.6 95.8 96.3

U → M 69.6 93.1 93.5 96.4 94.5 99.2

S → M 67.1 - 90.5 70.3 89.9 99.2

fore classification [31, 39, 30]. Finally, several works use

regularization to improve the fit on the target domain [2, 1].

The first group usually outperforms the others if mapping

networks are able to preserve the semantics. We follow the

same strategy and our goal is to translate the source images,

which are labeled, to the target domain using our mapping

network F . Assuming that F does not change the semantic

content, the labels are preserved, and it is possible to train a

classifier on the translated images (x̂i
t = F (xi

s), y
i).

The MNIST (M), USPS (U ), and SVHN (S) datasets

have been widely used for domain adaptation [8, 33, 39].

We considered three cross-domain tasks. They include

M → U , U → M, S → M. We followed the experi-

mental setting in [24], which involves using the full training

sets during learning phases and evaluation on the standard

test sets. Table 1 shows the results of our model compared

with the state-of-the-art. In Table 1, LB stands for lower

bound when we train the LeNet architecture with source

samples and test on target samples (no adaptation). UB

stands for upper bound when we train the LeNet architec-

ture with target samples and test on target samples. As the

table shows, the performance of the state-of-the-art methods

are very close to the upper bound and our model shows to

compare well. In particular, it performs significantly better

than CycleGAN on the task S → M, which seems to suffer

more than in the others the problem of flipping the semantic

content during the translation.
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Figure 9: MNIST. Each triplet contains an MNIST sample

xs, its reconstructed image H(F (xs)), and its translation to

the USPS domain F (xs). The proposed autoencoder loss

prevents label flipping during the translation.

Figure 10: USPS. Each triplet contains an USPS sample xt,

its reconstructed image F (H(xt)), and its translation to the

MNIST distribution H(xt). The proposed autoencoder loss

prevents label flipping during the translation.

Figure 11: Paired digits generation. Each pair contains a

generated image from MNIST and a generated image from

the USPS distributions.

Figure 9 shows some translation examples from MNIST

to USPS. In particular, it shows several triplets containing

an original image xs, its reconstructed image H(F (xs)),
and its translation F (xs). The translated images look very

similar to the USPS samples. Figure 10 shows several

triplets containing an original image from USPS xt, its

reconstructed image F (H(xt)), and its translation H(xt).
The translated images look very similar to the MNIST sam-

ples. Figures 9 and 10 show that there is no label flipping

during the translation. Figure 11 shows some generated

samples using Gs and Gt. Since the image dimension is

small in the case of digits (28 × 28), we use a simple dis-

criminator with one output neuron. Therefore, the gener-

ated images look similar to the training samples (not their

style).

Semantic flipping. It is instructive to see what goes wrong

during the translation process from SVHN to MNIST (see

S → M in Table 1) of CycleGAN and compare it with

the proposed approach. That comparison is depicted in Fig-

ure 12, where samples from the SVHN dataset are trans-

lated into the MNIST domain using our approach in Fig-

ure 12a, and the same samples are translated using Cycle-

GAN in Figure 12b. For these SVHN samples we note that

CycleGAN is having some difficulty in translating the im-

ages without causing enough distortion that will then lead

to a classification error, or even without generating an im-

age digit that has a semantic meaning that is visibly differ-

ent from the semantic meaning of the input sample. For

instance the input number 4 is translated into a digit that

looks like a 6 or the number 2 is translated into an image

that looks like a 7. This level of distortion or even semantic

flipping is not present for the translation of the same SVHN

(a) Proposed approach

(b) CycleGAN

Figure 12: Translation comparison - SVHN2MNIST.

Pairs of images depicting, on the left, samples from the

SVHN dataset, and on the right, the same samples trans-

lated into the target domain distribution defined by MNIST.

The top set of images, (a), has been produced with the pro-

posed approach. The bottom set of images, (b), has been

produced with CycleGAN.

samples, as shown in Figure 12a. This difference in the

ability to do the translation is responsible for the significant

drop in accuracy of CycleGAN, while our approach is able

to compare well and often exceed other approaches.

6. Conclusion

We have proposed an unsupervised image-to-image

translation model that leverages paired style image genera-

tion to improve the preservation of semantic content, which

we have shown is both effective for translation and in spe-

cific tasks such as domain adaptation. The semantic preser-

vation experiments and the image translation results show

that our method compares well with the state-of-the-art,

while being reliant on simple, more computationally and

memory efficient structures than those which rely on style

multi-stage generation [42, 19]. In the future we intend to

explore what changes to the model would be necessary for

it to yield useful results on translation tasks such as super-

resolution or depth-estimation. We also intend to explore

the inspiration from style transfer of leveraging the Gram

matrix to see if it will further improve the learning of the

local style statistics.
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