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Abstract

The paper proposes a huge geo-tagged image database,

referred to as the Fashion Culture DataBase (FCDB), which

is considered to be a semi-automatic image collection in

cloud-based services such as social network services (SNS).

In the stage of database construction, we introduce the

large-scale data collection, refinement, and representation

for SNS-based analysis. The proposed FCDB consists of

25,707,690 images for use in (i) inter-city similarity analy-

sis and (ii) fashion trends visualization. We also present a

simple but effective representation for the spatial and tem-

poral analysis. Finally, we visualize an inter-city graph and

the yearly trend change with the refined FCDB.

1. Introduction

The usage of Social Network Services (SNS) has been

increasing in the last decade [8]. As of 2017, a large amount

of images are daily posted to photo sharing websites such

as Facebook, Instagram and Flickr. The huge amount of im-

ages are taken by users positioned by various places. There-

fore, it can be said that a user’s preference and tendency are

reflected in the images. We believe that the kind of sharing

images in the world must be recognized and analyzed by the

latest vision-based techniques.

Conventionally, regional analysis have been performed

using geo-tagged images on cloud-based service [2, 3, 6, 7,

10, 17]. Zhou et al. attempted to implement scene-based

urban recognition focusing on the cityscape of 21 cities

representing cultures using tagged images from Google

Street View, Flickr, and Panoramio (this is the city per-

ception) [17]. Simo-Serra et al. proposed a Fashion 144k

Figure 1. FCDB (top) FCDBv2 (bottom), containing a large num-

ber fashion images. FCDB(v1) contains roughly collected images

but FCDBv2 have eliminated noisy images by a simple modifica-

tion. Although it is desirable that a whole body image is clipped,

FCDB picks up the image of noise (e.g., background, human-like

pillar and sculpture) and upper body (only). Our FCDBv2 suc-

ceeded to collect ideal images most of the cases. We randomly

sampled all images which are not curated in the figure.

dataset that includes tagged fashion snapshots and user rat-

ings as its coordinates.

Fashion144k is possible to analyze the correlation be-

tween Fashionability of country and GDP [13]. Moreover,

StyleNet [14] which learned in the framework of weak su-

pervision in the Fashion144k dataset can extract fashion
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Table 1. Fashion-oriented databases. The listed databases are limited to closely related or representative one. Our FCDBv2 is the most

biggest database in terms of #images.

Database Task # images # category Geo-tag Person-tag time-stamps

HipsterWars [9] Style classification 1,893 5

Fashionista [16] Parsing, pose estimation 158,235 53 X

Fashion144k [13] Style classification 144,169 N/A X

FashionStyle14 [15] Style classification 13,126 14

DeepFashion [11] Attribute estimation 800,000 1,050 X

FCDBv2 (ours) Fashion trends analysis 25,707,690 16 X X X

style from image which has noisy background. Therefore,

we believe that a very large-scale data collection by cloud-

based service allows us to analyze a world-wide fashion

trends by combining a sophisticated fashion-oriented de-

scriptor.

In the present paper, we propose a Fashion Culture

DataBase (FCDB), which contains 25M images on Flickr, a

cloud-based service. The FCDB is considered to be a semi-

automatic image collection and refinement tool with a sim-

ple detector and classifier. The database enables analysis of

spatial and temporal fashion attributes. In the spatial analy-

sis, we attempt to visualize inter-city similarity of 16 cities

based on a previous study [17]. In the temporal analysis,

we analyze temporal subtraction between two consecutive

times (e.g., years y & y + 1) in order to delineate an in-

creased / decreased fashion trends at the moment.

The following are the contributions of the present study.

(i) We propose a huge-scale FCDB that contributes to

spatio-temporal and wide-range clothing image analysis on

cloud service. The FCDB contains noisy images (see Fig-

ure 1) depending on failure detection. We simultaneously

consider a data refinement for the fashion-oriented database

and present a simple trick that is sufficient for refining

the FCDB. Hereafter, the refined FCDB is referred to as

FCDBv2.

(ii) Using FCDBv2, we analyze and visualize an inter-

city similarity graph and yearly fashion trends. We also

evaluate the difference between roughly collected (FCDB)

and refined (FCDBv2) databases. For example, we show

the effectiveness of noise canceling in Figure 1.

2. Fashion Culture DataBase (FCDB)

2.1. Overview

The FCDB was collected from the Yahoo! Creative

Commons 100 M Database (YFCC100M) [1], which con-

tains 100 million Flickr images. We focus on 21 global

cities based on city perception [17]. However, we exclude

the cosmopolitan cities if the number of collected images

is less than 100K. Consequently, 16 of the 21 cosmopolitan

cities remain. In order to perform temporal fashion anal-

ysis as fashion trend, we insert a time-stamp for each im-

age from 2000 to 2015 into the database. We also crop to

person-centered patches with the Faster R-CNN [12] (see

Figure 2). We generated FCDBv2, which is a large fashion-

oriented database that includes 25,707,690 clothing images

by refining the FCDB. To the best of our knowledge, this is

the largest existing fashion-oriented database (see Table 1)

by considering image noise in a database.

2.2. Detailed collection and refinement

As shown in Figure 2, the FCDBv2 contains (i) cap-

tured images from the YFCC100M dataset, (ii) person-

cropped images (we treat clothing images), and (iii) geo-

location and time-stamp information. We set a 100-km ra-

dius around a city in order to collect images based on geo-

location.

The 16 cities on the FCDB are {London, New York,

Boston, Paris, Toronto, Barcelona, Tokyo, San Francisco,

Hong Kong, Zurich, Seoul, Beijing, Bangkok, Singapore,

Kuala Lumpur, and New Delhi}. We considered that the ar-

eas do not overlap each other. To create the images in (ii),

we apply the Pascal VOC [5] pre-trained VGG16 model for

the Faster R-CNN [12]. We experimentally set the thresh-

olding value as 0.8 and use only the person-label. A set of

data consisting of a geo-tag and a time-stamp in (iii) is repli-

cated from the YFCC100M dataset. In the first execution,

we have collected 76,532,519 images with semi-automatic

image collection and annotation. However, the fashion-

oriented database contains noisy images, such as partially

cropped persons (e.g. face only) and backgrounds (e.g. tree,

traffic sign): therefore, we describe how to refine the FCDB

to obtain FCDBv2 in the next subsection.

We consider how to exclude noisy images that are in-

cluded in the roughly collected FCDB. The refinement strat-

egy is to scan all images with a simple classifier by com-

bined StyleNet [14] and an kernel SVM. In order to col-

lect a sophisticated fashion-oriented database, we treat the

FCDB refinement as binary classification between “street-

fashion-snap-like whole body” and “other cropped images

such as partial body or backgrounds without a person”. We

trained and refined the database with 2,886 carefully an-

notated objective images and a large number of randomly

selected negative images. The effectiveness of data refine-
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latitude:       35.613116

Longitude: 139.783687

city: Tokyo

year: 2006

month: July

latitude:       35.613116

Longitude: 139.783687

city: Tokyo

year: 2006

month: July

1. Person detection by R-CNN. 2. Association the person image to

tag and fashion style vector.

per

person

latitude:       35.613116

Longitude: 139.783687

city: Tokyo

year: 2006

month: July

Tokyo

per

image

Figure 2. Construction of the FCDB: We operate person cropping by (Faster) R-CNN [12], adding geo-location (latitude/longitude/city),

and inserting time-stamp. We associated a person photograph with tag information such as geo-location and time-stamp and fashion style

vector with StyleNet [14]

Figure 3. Automatically annotated bounding boxes with Faster R-

CNN and binary SVM classifier. We firstly picked the person’s

bounding boxes with Faster R-CNN. To eliminate wrong boxes,

we refine with binary classifier whether person or not. The binary

classifier is based on SVM with fashion snaps.

ment is shown in the experimental section.

Fashion Trend Descriptor (FTD). In order to clarify

the fashion trend, which explains the temporal change, we

propose the Fashion Trend Descriptor (FTD) (see Figure 5).

The FTD, F t, which is described as a labeled histogram on

time t, the degree of which is ∆vt
i

for fashion style i, is

calculated by subtracting FSDs of pseudo fashion style i

between consecutive times t − 1 and t. Classes are then

distinguished and inserted into three categories: increased

F+, unchanged F 0, and decreased F− fashion styles. As

a result, which fashion styles appeared/disappeared or how

much they translated by analyzing FTD.
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Figure 4. Fashion Style Distribution (FSD) for per-city feature rep-

resentation. FSD is made by StyleNet and bag-of-words (BoW) at

each city.
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Figure 5. Fashion Trend Descriptor (FTD) for temporal trend an-

alyzer. Two consecutive FSD are subtracted to disclose a fashion

trend.

3. Analyzing methods

Fashion Style Distribution (FSD). We consider that

fashion trends appear as tendencies of the distribution of the

appearance frequency of fashion styles. Thus, we propose a

Fashion Style Distribution (FSD), which is represented by

StyleNet [14] bag-of-words (BoW) [4]. The framework is

shown in Figure 4. We perform k-means clustering to de-

fine fashion style as clusters automatically calculated from

100,000 randomly selected clothing images. We treat the

cluster as pseudo fashion style. Although the pseudo fash-
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Figure 6. Fashion-based city similarity graph
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(a) accuracy = 11.5 % on FCDB (b) accuracy = 14.3 % on FCDBv2 (c) accuracy = 98.9 % on FCDB (d) accuracy = 83.8 % on FCDBv2

Figure 7. (a), (b) : Results of fashion-based city perception. (c), (d) : Results of FSD-based city perception: The order of the labels is as

follows. {Bangkok, Barcelona, Beijing, Boston, Hong Kong, Kuala Lumpur, London, New Delhi, New York, Paris, San Francisco, Seoul,

Singapore, Tokyo, Toronto, Zurich}

ion style is not a real fashion style, we can confirm the im-

provement from FCDB to FCDBv2 with FSD (see Figure 6

in city perception with FCDBv2, Figure 7 in FSD-based city

perception and Figure 8 in fashion trend analysis). What is

better, the FSD is created without any supervision. Here, we

experimentally set the cluster size k to be 1,0001. And these

1,000 visual words express pseudo fashion styles. By calcu-

lating the FSD in 16 cities, it is possible to histogramize the

appearance distribution of fashion style at each city. By us-

ing the FSD, we directly calculate inter-city similarity graph

(see Figure 6).

1Exhaustive tuning is better way, however, our database contains over

25M images to investigate various parameters. We experimentally tried

some parameters to decide the configuration.

4. Evaluation

We verify the geo-spatial analysis based on a previous

study [17], but the temporal analysis is original setup.

We discuss the effectiveness of data refinement after the

experiments in this section.

4.1. Geo­spatial fashion analysis

16 city perception. Figure 7 (a) and (b) describe per-

image-level city perception with StyleNet + SVM following

to Zhou et al. [17]. We show that our FCDBv2 is +2.8 over-

all accuracy (14.3 vs. 11.5) better than roughly collected

FCDB. This is pure improvement with dataset refinement.

Figure 7 (d) shows the confusion matrix of the city o

with FSD, a collective image analysis. A vector FSD was

made with 10,000 randomly selected images, and we pre-

4324



Boston (2010)

Boston (2011)

Boston (2012)

Boston (2010) Tokyo (2011)

Boston (2011) Tokyo (2012)

Boston (2012) Tokyo (2013)

Tokyo (2011)

Tokyo (2012)

Tokyo (2013)

F
C

D
B

F
C

D
B

v
2

Figure 8. Visualization of fashion trends (top: FCDB, bottom: FCDBv2): The figure shows randomly selected cutting-edge of each styles

per city and year (increased: blue F
+, zero-mean: green F

0, decreased: red F
−).

pared {500, 100} FSD at each city for {training, testing}.

The overall performance rate of city perception with the

FSD is 83.8%. The result suggests that the FSD empha-

sizes the city characteristics by comparing with the a single

StyleNet vector. We also confirmed that fashion tends to

be a more discriminative feature (e.g., New York is more

similar to other Western countries than to Asian countries).

The results indicate that FSD is more discriminative than

the scene-based feature in [17].

16 city perception. We show the inter-city similarity

graph among 16 cities with FSD. Figure 6 illustrates the

fashion-based city similarity graph. According to Figure 6

and 7 (d), the cities which have perfect (100%) perception

(e.g., Paris, Tokyo, Boston, Hong Kong, and New Delhi)
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tend to have separable characteristics, such as cultural back-

ground and climate. On one hand, European and North

American countries (e.g. London, Zurich, San Francisco,

and Toronto) are not perfect perception. Therefore, the sim-

ilarity of fashion trends comes from similar characteristics,

such as language, climate, and geographical location.

4.2. Temporal fashion analysis

Here, the Figure 8 shows a fashion trend analysis for con-

secutive years. We assign the FTD to explicitly depict fash-

ion trends as a result of temporal subtraction. The FTD is

executed performed with images over 16 years (from 2000

to 2015) with FCDB and FCDBv2. In particular, the pa-

rameters F+ and F− visualize the changes in fashionabil-

ity according to differences in the FSD for each consecutive

year. Figure 8 illustrates the changing fashion trends for the

randomly selected cities and years2.

Figure 8 shows samples of the F+ (blue), F 0 (green),

and F− (red) which are salient in an arbitrary year / city. Six

configurations of city (year) (e.g., Boston (2010)) are listed

by comparing between FCDB and FCDBv2. FCDBv2 cap-

tures the temporal fashionability change purely than FCDB

by refinement. In Boston (2010), a sports uniform appears

as a trend that frequently occurred. The appearance of a

sports uniform suggested that people in Boston are inter-

ested in sports. (The image for Boston (2010) appears to be

an ice hockey uniform.) According to our survey, the local

Boston ice hockey team acquired prominent titles in 2010,

after not receiving a title for a long period of time. However,

the sports uniform disappeared as a trend in Boston (2011).

In Tokyo (2011–2013), costumes of animated characters

continued to trend, which is a frequent occurrence each

year. Subcultures such as Japanese anime and manga are

popular and thus tended to appear in images. The FCDBv2

in Tokyo contains a large number of costume images taken

by users. We believe that the reason why Tokyo is distin-

guished from other countries shown in Figure 6.

Given these visualizations, it was suggested that, by

combining FCDBv2 and FTD, it is possible to evaluate

spatio-temporal properties of fashion trends appearing in

cloud-based service.

4.3. Discussion

We discuss primarily the effectiveness of data refinement

in terms of the FCDB and FCDBv2.

Per-image city perception (Figure 7 (a) and (b)). We

verified the per-image city perception with StyleNet and

SVM. We randomly selected {500, 125} images at each

city for {training, testing}. The refinement made a +2.9%

2We took a couple of representative images that are the nearest images

to a randomly selected centroid. The nearest images represent a strong

fashionability at the codeword.

improvement in overall accuracy; therefore the uniqueness

among cities was improved.

FSD-based city perception (Figure 7 (c) and (d)). In

the FSD-based city perception, the refinement database

made a 15.1% lower accuracy. The FSD with roughly

collected FCDB is unexpectedly higher accuracy than

FCDBv2 in Figure 7 (c). The roughly collected FCDB has

noisy data as shown in Figure 1. A biased data tends to

contain many additional images like landscapes to unex-

pectedly improve the accuracy. The 76M images on FCDB

seems to have a lot of noise but our FCDBv2 decrease the

noise with a simple classification.

Inter-city similarity graph (Figure 6) and trend anal-

ysis (Figure 8). The FCDBv2 allows successful visualiza-

tion of inter-city similarity and trend analysis. In particular,

in the trend analysis, the effectiveness of refinement is re-

markably. The FCDB includes non-fashion snapshots, such

as the face-only and upper-body images on the left-hand

side of Figure 8. Unlike the FCDB, the FCDBv2 uses only

whole-body images from among randomly selected samples

for the trend analysis. Since clothes are closely depending

on a daily living, fashion trends are partially formed by the

history and climate of the area (see Figure 8). In our geo-

spatial and temporal analysis on FCDBv2, we could discuss

regionality and temporal change of fashion trends on cloud-

based service where variety of subjects in photo can be seen.

In our insight, it is suggested that FCDBv2 can reproduce

real-world fashion trends.

5. Conclusion

We proposed a huge fashion-oriented database, named

the Fashion Culture DataBase (FCDB) which is capable to

analyze fashion trends in SNS. FCDB has 25,707,690 geo-

tagged and time stamped images in 16 cosmopolitan cities.

In the analysis, to visualize the cutting-edge fashion trends,

we also proposed a fashion trends descriptor (FTD) that is

composed by a fashion style descriptor, a codeword vector,

and temporal subtraction. In addition, we refined the FCDB

for world-range fashion trends analysis. The combination

of our FCDB and FTD significantly visualizes world-wide

fashion trends in time series. In the future, we plan to collect

fashion snaps over a longer timeframe (e.g., 30 years) in

order to observe the periodic changes of fashion cultures in

different countries.
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Figure 9. Example of fashion images at each city.
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