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Abstract

Composition information is an important cue to charac-

terize the aesthetic property of an image. We propose to

model the image composition information as the mutual de-

pendencies of its local regions, and design an architecture

to leverage such information to boost aesthetic assessment.

We adopt a Fully Convolutional Network (FCN) as the fea-

ture encoder of the input image and use the encoded fea-

ture map to represent the individual local regions and their

spatial layout in the image. Then we build a region com-

position graph in which each node denotes one region and

any two nodes are connected by an edge weighted by the

similarity of the region features. We perform reasoning on

this graph via graph convolution, in which the activation

of each node is determined by its highly correlated neigh-

bors. Our method achieves the state-of-the-art performance

on the benchmark visual aesthetic dataset [15].

1. Introduction

Automatic image aesthetic assessment has evolved from

the conventional shallow machine learning models trained

with hand-crafted visual features [3, 4, 16, 17, 18] to the

end-to-end deep models that jointly learn visual aesthetic

features and infer aesthetic ratings [8, 9, 10]. However,

some unique properties related to image aesthetics are still

not fully explored. Among them, the composition informa-

tion of image plays a crucial role in aesthetic assessment.

In visual arts, the visual elements in an image never stand

alone but rather are mutually dependent on each other and

collectively manifest the aesthetic property of the whole im-

age. Therefore, it is important to design a deep neural net-

work architecture that allows us to encode such information

and leverage it to boost the performance.

Our main contributions include: (1) An end-to-end im-

age aesthetic assessment network that leverages the compo-

sition of local regions in the image to learn aesthetics, (2) a

unique feature encoding mechanism tailored to image aes-

thetic analysis that not only preserves visual elements and

their relations but also seamlessly integrates fine grained vi-

sual details with high level semantics in the image and (3) a

Figure 1. The proposed framework for image aesthetic assessment.

graph based learning framework to uncover mutual depen-

dencies of local regions in the image. Notably, none of these

contributions have been exploited in the existing works.

2. Our Approach

As shown in Figure 1, our model is an end-to-end feed-

forward network architecture composed of three modules.

The first is an Fully Convolutional Network (FCN) [22]

style feature encoder that generates a 3D feature map to

represent the local regions and their spatial layout in the im-

age. The second module is a set of graph convolution [21]

blocks that perform message passing across regions in the

graph. The third module is a classification head that maps

the feature map to the image level aesthetic score.

Feature Encoding FCN. The low level features from the

shallow layers of a network describe the fine grained image

details and should be fully leveraged in aesthetic assess-

ment. Therefore, we choose DenseNet [5] as the backbone

of our FCN feature encoder to preserve the fine-grained vi-

sual details in the image. DenseNet uses dense connections

to feed the output of each convolution layer to all unvisited

layers ahead. In this way, the low features can be maxi-

mally integrated with semantic features output at the end

of the network, and serve as powerful features for learn-

ing aesthetics. Specifically, we convert the fully connected

DenseNet-121 architecture [5] to an FCN. To increase the

resolution of the feature map, we first remove the classifica-

tion layer and the last two pooling layers in DenseNet-121,

and then set the dilation rates of the convolution layers after

the two removed layers to be 2 and 4 to make the pre-trained

weights reusable. In this way, the dilated DensetNet-121

outputs a feature map of 1/8 input image resolution.



Graph Convolution Over Regions. With the feature

map obtained from FCN, we construct a region composi-

tion graph over the local image regions. In the graph, each

node represents a local region, and we connect each pair of

nodes with an edge weighed by their similarity. Mathemati-

cally, given the FCN feature map of dimensions H×W×d,

we stack the feature vectors on the individual spatial loca-

tions into a matrix X = [x1,x2, . . . ,xN ] ∈ R
N×d, where

N = H × W denotes the total number of feature vectors,

and each xi ∈ R
d, i = 1, 2, . . . , N denotes the feature rep-

resentation of one local region. Then the pairwise similarity

function s(xi,xj) between any two local regions can be de-

fined as s(xi,xj) = φ(xi)
⊤θ(xj), where φ(xi) = Axi and

θ(xj) = Bxj are two linear transformations applied on the

feature vectors [24] with A ∈ R
d×d and B ∈ R

d×d being

weight matrices optimized via back propagation. After per-

forming row-wise softmax normalization, the similarity ma-

trix S ∈ R
N×N is taken as the graph adjacent matrix repre-

senting the relations between the nodes, which characterizes

the mutual dependencies of local regions in the image. Fi-

nally, we perform reasoning on the graph by applying graph

convolution [21] defined as Z = SXW, where W ∈ R
d×d

is the weight matrix for one layer and Z ∈ R
N×d is the

output feature from the layer. In this work, we stack three

graph convolution layers to model region dependencies.

Aesthetic Prediction Head. We use a 1 × 1 × d small

kernel followed by softmax function to produce one score

Y c
ij ∈ [0, 1] at each of the H × W spatial locations on

the feature map and for each of the aesthetics classes c ∈
{0, 1}, where 0 denotes the class of “low easthetics” and

1 denotes that of “high aesthetics”. To predict the aes-

thetic label at the image level, we choose a smooth con-

vex function called Log-Sum-Exp (LSE) as our aggregation

function [19]: yc = log
(
∑

i,j exp(rY
c
ij)/HW

)

/r, where

r (set as 4) is a hyper-parameter controlling the smoothness

of the approximation. The output yc ∈ R denotes the image

level aesthetic score aggregated over the local regions. We

further convert the image-level scores into class conditional

probabilities by applying a softmax function.

Implementation Details. The DenseNet-121 used as

backbone of our feature encoding FCN is pre-trained on Im-

ageNet [20]. We then fine-tune our proposed network with

images in the domain of aesthetic assessment. The cross

entropy loss is employed as the training objective function.

During training, the input images are resized to 300× 300,

followed by data augmentations including randomly flip-

ping, randomly scaling images in the range of [1.05, 1, 25]
the input image size and then randomly cropping 300×300
image patches. The model is trained on a 4-GPU machine

with a min-batch size of 32. Adam optimizer [7] is used to

train our model for 80 epochs, starting with learning rate of

10−4 and reducing it exponentially. Batch normalization [6]

is used before each weight layer to ease the training.

Method Acc. (%)

FC-CNN 80.45

FCN 81.43

RDCNN [10] 74.46

DMA-Net-ImgFu [11] 75.41

MT-CNN [8] 76.58

BDN [25] 76.80

AA [26] 77.00

Adaptive-Rank-CNN [9] 77.33

MNA-CNN-Scene [13] 77.40

APM [12] 80.30

NIMA [23] 81.51

A-Lamp [14] 82.50

FCN-GC (our) 82.33

ASPP FCN-GC (our) 83.59

Table 1. Comparison to the baselines as well as the state-of-the-art

aesthetic models on the standard AVA test set.

3. Experiments
Dataset. We use the benchmark database for Aesthetic

Visual Analysis (AVA) [15] as the testbed to evaluate the

proposed model. It contains around 250, 000 images down-

loaded from DPChallenge [1]. To ensure fair comparison,

we follow the same training/test data partition of the AVA

dataset as the previous work [10, 11, 12, 13], in which there

are around 230, 000 images for training and 20, 000 images

for testing. From the training set, we further hold out 2, 000
images as the validation set for validating model hyper-

parameters. We report the binary classification accuracy,

the standard AVA evaluation metric for all the experiments.

Performance. In Table 1, we compare our model with

some baselines as well as the state of the arts. The first two

methods are the baseline methods, in which FC-CNN is the

fully connected DenseNet-121, and FCN is the DenseNet

FCN without Graph Convolutions (GC). Although these

methods use the same network backbone as our method,

their performances are much worse. This verifies the value

of modeling local region dependencies using FCN and

graph convolution. We also compare the proposed FCN-

GC to the state-of-the-art aesthetic prediction models. As

seen, our method beats most of them by wide margins.

It is interesting to highlight that if we further introduce

Atrous Spatial Pyramid Pooling (ASPP) [2], a mechanism

to bring multiscale context information to the feature output

of FCN, our method ASPP FCN-GC can achieve the accu-

racy as high as 83.59%, outperforming all existing methods.

4. Conclusion
We have presented an end-to-end network architecture

for learning image aesthetics from the composition infor-

mation of image. Our method builds a region graph to rep-

resent the visual elements and their spatial layout in the im-

age, and performs reasoning on the graph to uncover the

region dependencies. Our method achieves the state-of-the-

art performance on the benchmark visual aesthetic dataset.
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