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Abstract

Real single image super-resolution is a challenging task

to restore lost information and attenuate noise from im-

ages mixed unknown degradations complicatedly. Clas-

sic single image super-resolution, aims to enhance the res-

olution of bicubically degraded images, has recently ob-

tained great success via deep learning. However, these ex-

isting methods do not perform well for real single image

super-resolution. In this paper, we propose an Encoder-

Decoder Residual Network (EDRN) for real single image

super-resolution. We adopt an encoder-decoder structure

to encode highly effective features and embed the coarse-

to-fine method. The coarse-to-fine structure can gradually

restore lost information and reduce noise effects. We em-

pirically rethink and discuss the usage of batch normal-

ization. Compared with state-of-the-art methods in clas-

sic single image super-resolution, our EDRN can efficiently

restore the corresponding high-resolution image from a de-

graded input image. Our EDRN achieved the 9th place for

PSNR and top 5 for SSIM in the final result of NTIRE 2019

Real Super-resolution Challenge. The source code and the

trained model are available at https://github.com/

yyknight/NTIRE2019_EDRN .

1. Introduction

Single image super-resolution (SISR) is a fundamental

low-level vision task in computer vision. The purpose of

SISR is to reconstruct the corresponding high-resolution

image from a low-resolution image given. Super-resolution

technologies have been leveraged in a wide range of fields

such as remote sensing [23], satellite imaging [33], and

medical imaging [30]. However, since there are plenty of

solutions for any single input image, SISR is a highly ill-

posed inverse problem. To model the inverse mapping, nu-

merous methods for SISR, including deep-learning based

ones, have been proposed. Deep learning based SISR

methods have developed explosively in recent years [5, 6,

14, 15, 41]. These methods are effective for the bicubic

degradation. However, the degradations for real-world low-
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Figure 1. Our result on “cam2 09”, an image comes from NTIRE

2019 Real Super-resolution Challenge. Our result can restore

abundant high-frequency details. + denotes the result with self-

ensemble.

resolution images are blind. Therefore, the recent methods

cannot accurately restore real-world low-resolution images.

The real-world low-resolution images can be viewed as

operating multi-degradations on the ground truth. Gener-

ally, the real-world low-resolution image ILR can be for-

mulated as:

ILR = (IHR ∗ ωB) ↓s +n, (1)

where * represents the convolution operation. IHR is the

original high-resolution image. ωB denotes the kernel mod-

eled blurring and defocus of camera. ↓s denotes the down-

sampling operation with a scale factor s. n shows noise

such as additive white Gaussian noise.

Real SISR can be treated as combinations of image de-

blurring, image denoising, and classic SISR. Hence for real



SISR, restoring high-quality high-resolution images is very

complicated. Real SISR is a new task, and very few works

have been proposed for this field [42]. The most related

task is image restoration which solves these degradations

respectively. In this field, many deep learning based meth-

ods have been proposed [41, 24, 32]. However, there re-

mains room for improvement in these methods. First of all,

most networks use convolution layers with a fixed receptive

field which neglects the implicit relationship among pixels.

Second, the input degraded image usually consists of multi-

scale features while none of the methods differs the scales

of features. Certainly, these drawbacks for image restora-

tion should also be addressed in real SISR. Moreover, to our

best knowledge, batch normalization has been treated as an

unnecessary part for classic SISR, whereas many methods

yet utilize it for image denoising [40, 20, 21]; How about

the effects of BN in real SISR?

In this paper, to address the above issues for real SISR,

we propose an encoder-decoder residual network (EDRN)

for the gradual lost information restoration and noise reduc-

tion. We design the encoder-decoder model to capture rela-

tionships among large-range pixels. The structure can fur-

ther encode the original image to features with more context

information. For the encoded features, due to the different

feature scales, we apply a coarse-to-fine method to restore

high-quality image gradually. Our proposed structure can

model lost information and noise reduction in each scale

by residual learning. In our experiments, we apply batch

normalization to the downscaling and upscaling convolu-

tion layers. Furthermore, we compare our performance with

no batch normalization implementation and applying batch

normalization to all the convolution layers. It demonstrates

that partly implementing batch normalization can result in

more accurate restoration performance.

In conclusion, our contributions can be summarized into

three aspects:

1) We propose an encoder-decoder residual network

(EDRN) for real SISR. The encoder-decoder structure em-

ploys a larger receptive field which improves the context

information of the input shallow features.

2) We embed the coarse-to-fine method into our network,

thus can restore lost information and remove noise grad-

ually. The coarse-to-fine structure firstly reconstructs the

coarse details by small features and further restores the finer

details step by step.

3) We discuss the usage of batch normalization. As dis-

cussed in Sec. 4.3, applying batch normalization to down-

scaling/upscaling convolution layers can reduce the effect

of noise and relieve overfitting.

2. Related Work

2.1. Image Super­resolution via Deep Learning

Motivated by the success of AlexNet [17] in the image

recognition task, many SR methods based on deep learning

are proposed. These convolutional neural network (CNN)

based methods exceeded the performance of conventional

hand-crafted methods in restoration quality and speed.

Dong et al. [5, 6] proposed the first CNN based SISR

method and achieved superior improvement. FSRCNN [7]

is a compact hourglass-shape CNN structure with deconvo-

lution operations for fast training and keeping the perfor-

mance. With the progress of network architectures, deeper

structures have been explored and achieved significant im-

provement. The structure of ResNet [10] is popularly ap-

plied to make deep networks. In VDSR [14], Kim et al. in-

troduced skip connection into super-resolution and demon-

strated that residual learning is more efficient than direct

learning. Ledig et al. [19] proposed SRResNet which

stacked residual blocks to realize a deep network. Lim

et al. [22] enhanced SRResNet to a very wide network

EDSR and a very deep network MDSR. EDSR and MDSR

stacked more residual blocks and demonstrated the unsuit-

ability of batch normalization. Methods such as using re-

cursive structure [15, 31], progressive reconstruction [18],

and densely layer connection [35] have also been proposed.

WDSR [38, 8] won the 1st place for the NTIRE 2018 Chal-

lenge on SISR in all three realistic tracks [34]. More re-

cently, the channel attention mechanism [11] is applied to

induce important features by modeling interdependencies

among channels. Zhang et al. [43] proposed RCAN com-

posed of channel-wise attention mechanism and Residual in

Residual (RIR) structure, which performed high accuracy.

The methods mentioned above assume that low-

resolution images are down-sampled from high-resolution

images given. In the real-world, however, low-resolution

images are degraded more complicatedly. Therefore, the

performance becomes poor when existing methods are di-

rectly used for solving real-world low-resolution image in

practical. SRMD [42] is the first approach to focus on

super-resolving multiple degraded images by using a di-

mensionality stretching strategy.

2.2. Image Restoration via Deep Learning

Image restoration is a significant task in computer vi-

sion, which contains image super-resolution, image denois-

ing, image deblurring and so on. Recently, thanks to deep

learning’s superior performance in image processing tasks,

the development of image restoration has been promoted.

Stacked Denoising Auto-encoders [36] is one of the early

deep learning models proposed for image denoising. Re-

cently, Cui et al. [4] proposed DNC, a cascade of multiple

stacked collaborative local auto-encoders for image super-



resolution. Benefited from residual learning, Mao et al. [24]

proposed RED, a deep convolutional auto-encoder network

for image restoration. Subsequently, Zhang et al. [40] pro-

posed DnCNN model for image denoising and compression

artifacts reduction. In [41], Zhang et al. further introduced

the denoiser prior to image restoration. Tai et al. [32] pro-

posed a very deep end-to-end persistent memory network

(MemNet) to explicitly mine persistent memory through the

adaptive learning process. Moreover, NTIRE workshop [2]

focuses on the new trends and advances in image restoration

and enhancement, which has led state-of-the-art records.

3. Proposed Method

3.1. Encoder­decoder Residual Network

We design a large network for accurate real SISR. As

shown in Fig. 2, our proposed architecture mainly con-

tains four parts: feature encoder network (FEN), large-scale

residual restoration network (L-SRRN), middle-scale resid-

ual restoration network (M-SRRN), and small-scale resid-

ual restoration network (S-SRRN). L-SRRN, M-SRRN, and

S-SRRN have formed the decoder structure of our network.

Inspired by RED [24], we adopt the encoder-decoder struc-

ture as our main network architecture. While we down-

scale/upscale the input features two times and utilize a

coarse-to-fine structure to restore the lost information grad-

ually. Moreover, we merely utilize deconvolution layers

to implement upscaling operations. We further introduce

residual in residual block (RIRB) into our network. We ap-

ply different numbers of RIRBs for the different spatial size

features. Furthermore, we apply weight normalization [28]

for all the convolution layers and batch normalization for

specific layers.

We denote the input image by ILR, the corresponding

output image by ISR. We assume the scale of lost informa-

tion and interference noise as 3. First of all, in the FEN, we

apply a convolution layer to extract low-level features:

I0 = F0(ILR), (2)

where F0 denotes a convolution layer which extracts 64 fea-

tures from RGB channels. I0 is the extracted low-level fea-

tures which are further used for encoding and the outermost

skip connection. Subsequently, we have

I1 = Fe1(I0), (3)

where Fe1 denotes downscaling process which is composed

of three operations: a convolution layer with stride 2, Rec-

tified Linear Units (ReLU) [27], and Batch Normalization

(BN) [13]. Fe1 extracts 128 features and halves the spatial

size of input features. I1 denotes the first downscaled fea-

tures which are used for second downscaling process and

the second skip connection. The second downscaling pro-

cess is obtained by:

I2 = Fe2(I1), (4)

where the definition of Fe2 is the same as Fe1. Fe2 extracts

256 features and halves the spatial size of input features. I2
denotes the second downscaled features which are the input

of L-SRRN and the innermost skip connection.

The following L-SRRN is composed of four residual in

residual blocks (RIRB) and one convolution layer. More

details about RIRB is explained in Sec. 3.2. The number of

filters is set as 256 in L-SRRN. The output of the L-SRRN

IL can be formulated as:

IL = FL,lc(FL,4(· · · (FL,1(I2)) · · · )) + I2, (5)

where FL,lc denotes the last convolution layer of the L-

SRRN. FL,1, FL,2, FL,3, and FL,4 denote the RIRBs in L-

SRRN. After extracting the coarse large-scale residual fea-

tures, we further add the extracted features with the second

downscaled ones and then input to the M-SRRN to refine

them.

In M-SRRN, the input has already included the large-

scale features. Hence the M-SRRN aims to restore the lost

information and suppress the noise at a finer level. Further-

more, the finer features are added to the first downscaled

features by long-term skip connection for keeping the mem-

ory. The formulation can be represented as:

IM = FM,lc(FM,2(FM,1(Fdc1(IL)))) + I1, (6)

where FM,lc denotes the last convolution layer of the M-

SRRN, FM,1 and FM,2 denote the RIRBs in M-SRRN, Fdc1

denotes the deconvolution layer with stride 2, followed by

ReLU layer and BN layer. Fdc1 and the convolution layer

in M-SRRN extract 128 features respectively. IM denotes

the features restored large-scale and middle-scale lost infor-

mation.

Eventually, in S-SRRN, we apply one RIRB and a con-

volution layer for restoring the lost information and sup-

pressing the noise in the finest level. The process can be

obtained by:

IS = FS,lc(FS,1(Fdc2(IM ))) + I0, (7)

where FS,lc denotes the last convolution layer of the S-

SRRN, FS,1 denotes the RIRB in S-SRRN, Fdc2 denotes

the deconvolution layer. Fdc2 and the convolution layer in

FS,1 extract 64 features. IS denotes the features restored

all three scales lost information, which is further utilized to

map onto the RGB color space.

We simply adopt a convolution layer to map the extracted

features to the super-resolved high-resolution image. The

output of EDRN can be obtained by:

ISR = FEDRN (ILR), (8)

where FEDRN means the whole architecture of our EDRN.
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Figure 2. The architecture of Encoder-Decoder Residual Network (EDRN). ⊕ denotes the element-wise addition. The network consists of

an encoder and a decoder. The decoder contains L-SRRN, M-SRRN, and S-SRRN, which aims to restore different-scale lost information

gradually. Three skip connections are applied to preserve long-term memory for residual learning.
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Figure 3. Residual in Residual Block (RIRB). RIRB contains sev-

eral Residual Channel-wise Attention Blocks (RCAB), a convo-

lution layer and a skip connection. In RCAB, “Pooling” denotes

global average pooling, ⊗ denotes the element-wise product.

3.2. Residual in Residual Block

Zhang et al. [43] proposed a residual in residual struc-

ture which is composed of several residual channel-wise at-

tention blocks (RCAB). Differed from the commonly used

residual block, RCAB adopts channel-wise attention mech-

anism to distinguish the channel-wise significance adap-

tively. Hence instead of treating all features fairly, RCAB

rescales the extracted residual features by the significance

among channels.

Inherited this, we propose a residual in residual block

(RIRB). As illustrated in Fig. 3, our RIRB stacks several

RCABs, one convolution layer, and one skip connection to

keep the shallow information flow. Here, we assume that

the number of RCABs in one RIRB is D. The d-th output

IR,d of RIRB can be represented as:

IR,d = FR,d(IR,d−1) (9)

= FR,d(FR,d−1(· · · (FR,1(IR,0)) · · · )), (10)

where FR,d denotes the d-th RCAB, IR,0 denotes the in-

put of the RIRB. Therefore, the output of the RIRB can be

formulated as:

IR = FR,lc(FR,D(· · · (FR,1(IR,0)) · · · )) + IR,0, (11)

where FR,lc denotes the last convolution layer in the RIRB.

The skip connection is used for keeping the previous in-

formation flow to the consecutive network. It can ease the

training process and further improve the robustness of net-

work.

3.3. Implementation Details

Here, we introduce the implementation details of our

proposed EDRN. In our network, we set the number of

RIRBs in L-SRRN, M-SRRN, S-SRRN as 4, 2, 1 respec-

tively. We set the number of RCABs in our RIRB to 10.

We apply the kernel with the size of 3×3 to all the convolu-

tion and deconvolution layers but the two convolution layers

with 1×1 kernel in the channel-wise attention part. Weight

normalization [28] is applied to all the convolution layers

to ease the training process. Zero-padding is also applied

to all the convolution and deconvolution layers to make the

input and output keep the same size. The stride for down-

scaling convolution and upscaling deconvolution layers is

set to 2, while the stride of the other convolution layers is

1. The number of filters for channel-wise attention layers

is reduced 16 times. For the test/validation phase, due to

the large resolution of test/validation images, we divide the

input low-resolution image into four parts and further stitch

before the final output.

4. Experimental Results

4.1. Settings

Datasets and Metrics. NTIRE 2019 released a novel

datasets obtained in indoor and outdoor environments for



Real Super-Resolution Challenge. The dataset consists of

60 training images, 20 validation images, and 20 test im-

ages. The pixel resolution of each image is no less than

1000×1000 px. Owing to the ground truth of test dataset is

not released, we compare and demonstrate our performance

on the validation dataset. We also train a model for clas-

sic single image super-resolution on DIV2K [1], and fur-

ther compare the performance with state-of-the-art methods

for ×2, ×3, and ×4 on five standard benchmark datasets:

Set5 [3], Set14 [39], BSD100 [25], Urban100 [12], and

Manga109 [26]. We adopt PSNR (peak signal-to-noise ra-

tio) and SSIM (structural similarity) [37] as the evaluation

metrics for all the experiments. PSNR and SSIM are calcu-

lated on the Y channel of the YCbCr space.

Training Settings. we randomly rotate the training im-

ages 90◦, 180◦, 270◦ and flip horizontally for data augmen-

tation. In each batch, we input 16 RGB low-resolution (LR)

patches which subtract the RGB mean of the dataset. We

optimize our network by Adam optimizer [16] (β1 = 0.9,

β2 = 0.999, ǫ = 10−8) with L1 loss and initialize the

learning rate to 1 × 10−4. For NTIRE 2019 Real Super-

Resolution Challenge, we crop patches with the size of

128×128 on the training image. The initial learning rate

is halved each 5 × 104 iterations. For classic single im-

age super-resolution, we generate LR images by applying

the bicubic down-sampling to the high-resolution images.

We crop patches with the size of 48×48 on the LR input

and halve the learning rate each 2 × 105 iterations. All the

networks are implemented on PyTorch framework with an

NVIDIA 1080Ti GPU.

4.2. Study of Network Structure

In this section, we discuss the effectiveness of the

encoder-decoder and the coarse-to-fine structure in our

EDRN.

Encoder-Decoder structure. The encoder-decoder

structure is effective for mitigating the useless information

and encode the primary information. To demonstrate the ef-

fectiveness of the proposed encoder-decoder structure, we

first remove the encoder-decoder structure and compare.

Furthermore, we investigate structures with different num-

bers of downscaling/upscaling convolution layers to find the

best. For fair comparisons, all the implementation include 7
RIRBs, and the other training settings are strictly the same.

When the encoder-decoder structure is removed, the size of

intermediate feature maps is fixed. As shown in Table 1,

more computations and longer runtime are costed for each

image, besides that, the performance is also 0.32 dB lower

than the best. Moreover, we compare the performance of

downscaling/upscaling once, twice and three times. Ta-

ble 1 summarizes the results. When we apply the coarse-to-

fine method, comparing with downscaling twice, the perfor-

mance of downscaling once is just 0.01 dB lower. Simul-

taneously, downscaling once also has more computations

and therefore results in longer runtime. When downscaling

three times, we observe faster runtime whereas the PSNR

performance is 0.2 dB lower. On the other hand, when

the coarse-to-fine method is not utilized, as shown in the

last three lines, downscaling/upscaling once and three times

would be 0.03 dB and 1 dB lower respectively. The com-

parison above indicates the effectiveness of the encoder-

decoder structure and demonstrate applying two downscal-

ing/upscaling operations are the best.

Coarse-to-fine structure. We further demonstrate the

effectiveness of the coarse-to-fine structure. We merge all

7 RIRBs into L-SRRN and remove the RIRBs in M-SRRN

and S-SRRN. As shown in Table 1, We find the network

with coarse-to-fine structure has superior performance over

the networks without for all downscaling/upscaling num-

bers. When the network only downscales/upscales once,

the performance without the coarse-to-fine structure is 0.03
dB lower. When the network contains two downscal-

ing/upscaling parts, the coarse-to-fine structure can improve

around 0.01 dB. When the network contains three down-

scaling/upscaling parts, the coarse-to-fine structure can sig-

nificantly improve the performance. The comparison above

severely indicates the positive effect of the coarse-to-fine

structure.

Table 1. Investigation of network structure. Note that all the net-

works here crop inputs with 96 × 96 patch size for accelerating

training process. “Down/Up” denotes the number of downscal-

ing/upscaling operations in the encoder-decoder structure. The

performance and execution time for different structures are ranked.

Down/Up Coarse-to-fine PSNR (dB) Runtime (s)

1 ✓ 29.92 (2) 12.40 (6)

2 ✓ 29.93 (1) 8.13 (5)

3 ✓ 29.70 (5) 7.25 (3)

0 ✕ 29.51 (6) 18.48 (7)

1 ✕ 29.89 (4) 7.74 (4)

2 ✕ 29.92 (3) 5.55 (2)

3 ✕ 28.97 (7) 4.52 (1)

4.3. Investigation of batch normalization

Batch normalization (BN) has been proved as inefficient

for classic single image super-resolution (SISR). However,

for real SISR, the input low-resolution image contains un-

known noise, and the given training dataset is relatively

small. Therefore, we decide to utilize BN to reduce the ef-

fect of unknown noise and relieve overfitting phenomenon.

To our best knowledge, small batch/patch size is not suit-

able for BN, and different formulations for test and train are

not suitable for image super-resolution. Hence we balance

these ideas and use BN meticulously. To demonstrate the



validity of BN usage, we keep the same training settings

and compare the performance. As shown in Table 2, When

BN is not utilized, the performance is 29.66 dB. When we

apply BN to all the convolution layers, the positive gain

is 0.3 dB while the execution time is 0.45 seconds more.

When we apply BN to downscaling/upscaling convolution

layers, compared with applying BN to all the convolution

layers, we observe 0.02 dB improvement and 0.3 seconds

faster. The comparison above indicates that applying BN

to downscaling/upscaling convolution layers is sufficient to

attenuate noise. However, applying BN to all the convolu-

tion layers cannot gain improvement more. It can merely

increase the execution time.

Table 2. Investigation of BN usage. “BN(all)” denotes applying

BN to all the convolution layers, “BN(part)” denotes applying BN

to the downscaling/upscaling convolution layers.

PSNR (dB) Runtime (s)

BN (all) 29.96 8.43

BN (part) 29.98 8.13

without BN 29.66 7.98

4.4. Results for NTIRE 2019 Challenge

Our EDRN is designed as a solution for the NTIRE 2019

on Real Super-resolution (SR) Challenge. In the competi-

tion, the input is low-resolution image suffered from un-

known multi-degradations. Our proposed EDRN is a ro-

bust and adaptive network which can effectively restore the

high-resolution images from the real-world low-resolution

images. In order to verify the outstanding ability of our pro-

posed network, owing to the particularity of the new dataset,

we retrain RED30 [24], EDSR [22], RCAN [43] as compar-

ison1. The quantitative results are illustrated in Table 3, our

results outperform the other methods, and the results uti-

lized self-ensemble trick as [22] can further improve. In our

experiments, RED30 [24] gets the worst results due to the

low parameter numbers and coarse restoration. EDSR [22]

and RCAN [43] are designed for images degraded by one

or two degradations. Hence they cannot achieve compara-

ble performance. Moreover, our results achieved the 9th

place in PSNR (28.79 dB) and top 5 of SSIM (0.84) in the

final rank of NTIRE 2019 Real SR Challenge.

The visual comparison is illustrated in Fig. 4. Our

EDRN performs better than RED30 [24], EDSR [22],

and RCAN [43] on the validation dataset. For im-

age “cam2 05”, the compared methods cannot reconstruct

straight and connected grid lines while our EDRN can

recover most of the connected grid lines with a smooth

edge and less blurring. For “cam2 04”, we observe the

1Due to the explosive memory usage in test phase, we retrain smaller

EDSR (64 filters with 80 residual blocks) and RCAN (7 residual groups,

and 7 RCABs for each group) to maximum use the memory of our GPU.

Table 3. Quantitative results for real single image super-resolution.

The results of RED30 [24], EDSR [22], and RCAN [43] are col-

lected from our reproductivity. Best results are highlighted. +

denotes the result with self-ensemble.

Method PSNR (dB)

RED30 [24] 29.13

EDSR [22] 29.21

RCAN [43] 29.49

EDRN (ours) 29.98

EDRN+ (ours) 30.10

most smooth and clean character restoration over the other

compared methods. For “cam1 04”, RED30 [24] and

EDSR [22] reconstruct nothing but blurring, RCAN [43]

reconstructs a wrong symbol. In contrast, our EDRN

reconstructs the approximate shape of the symbol. For

“cam2 02”, RED30 [24] and EDSR [22] reconstruct the

clock with little blurring, RCAN [43] cannot reconstruct the

curve of the clock well whereas our EDRN reconstructs the

faithful curve. As we can see, the compared methods nor-

mally suffer from blurring or noise, fail to reconstruct more

lost information and even restore wrong details. However,

our EDRN can accurately recover more lost information and

subject to minimum noise/blurring influence. All the above

comparison can demonstrate the superior restoration ability

of our EDRN.

4.5. Results for classic single image super­resolution

To further demonstrate the effectiveness and robust-

ness of our proposed methods, we implement our net-

work on classic single image super-resolution. We sim-

ply replace the last convolution layer of our EDRN

with an up-sample network consists of convolution lay-

ers and pixelshuffler [29]. We compare with nine state-

of-the-art classic single image super-resolution methods:

SRCNN[6], RED [24], VDSR [14], LapSRN [18], Mem-

Net [32], EDSR [22], SRMDNF [42], D-DBPN [42], and

RCAN [43].

In Table 4, we show the quantitative comparison for ×2,

×3, and ×4. The results of the other methods are collected

from their paper. Compared with SRMD [42], which is pro-

posed for addressing super-resolving of multi-degradation,

our results achieve a higher result to all scales in PSNR and

SSIM. When comparing with the other methods, for scal-

ing ×2, our EDRN achieves similar results with EDSR [22]

and D-DBPN [42] while little worse than RCAN [43]. Our

EDRN just has around 74 total convolution layers. How-

ever, RCAN [43] stacks 10 residual groups consisted of

20 residual channel-wise attention blocks, which contains

more than 400 convolution layers. For scaling ×3 and

×4, our results cannot achieve similar performance with

RCAN [43], D-DBPN [42], and EDSR [22]. This situa-
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Figure 4. Visual comparison for real single image super-resolution on validation datasets of NTIRE 2019 Real Super-resolution Challenge.

The best results are highlighted. + denotes the result with self-ensemble.



Table 4. Quantitative benchmark results for classic single image super-resolution with the bicubic degradation (average PSNR/SSIM). +

denotes the result with self-ensemble.
Method Scale Set5 [3] Set14 [39] BSD100 [25] Urban100 [12] Manga109 [26]

Bicubic × 2 33.66/0.9299 30.24/0.8688 29.56/0.8431 26.88/0.8403 30.80/0.9339

SRCNN [6] × 2 36.66/0.9542 32.45/0.9067 31.36/0.8879 29.50/0.8946 35.60/0.9663

RED [24] × 2 37.66/0.9599 32.94/0.9144 31.99/0.8974 –/– –/–

VDSR [14] × 2 37.53/0.9590 33.05/0.9130 31.90/0.8960 30.77/0.9140 37.22/0.9750

LapSRN [18] × 2 37.52/0.9591 33.08/0.9130 31.08/0.8950 30.41/0.9101 37.27/0.9740

MemNet [32] × 2 37.78/0.9597 33.28/0.9142 32.08/0.8978 31.31/0.9195 37.72/0.9740

EDSR [22] × 2 38.11/0.9602 33.92/0.9195 32.32/0.9013 32.93/0.9351 39.10/0.9773

SRMDNF [42] × 2 37.79/0.9601 33.32/0.9159 32.05/0.8985 31.33/0.9204 38.07/0.9761

D-DBPN [42] × 2 38.09/0.9600 33.85/0.9190 32.27/0.9000 32.55/0.9324 38.89/0.9775

RCAN [43] × 2 38.27/0.9614 34.12/0.9216 32.41/0.9027 33.34/0.9384 39.44/0.9786

EDRN (ours) × 2 38.13/0.9609 33.65/0.9185 32.29/0.9010 32.35/0.9307 38.88/0.9775

EDRN+ (ours) × 2 38.18/0.9612 33.73/0.9192 32.34/0.9016 32.52/0.9321 39.09/0.9780

Bicubic × 3 30.39/0.8682 27.55/0.7742 27.21/0.7385 24.46/0.7349 26.95/0.8556

SRCNN [6] × 3 32.75/0.9090 29.30/0.8215 28.41/0.7863 26.24/0.7989 30.48/0.9117

RED [24] × 3 33.82/0.9230 29.61/0.8341 28.93/0.7994 –/– –/–

VDSR [14] × 3 33.67/0.9210 29.78/0.8320 28.83/0.7990 27.14/0.8290 32.01/0.9340

LapSRN [18] × 3 33.82/0.9227 29.87/0.8320 28.82/0.7980 27.07/0.8280 32.21/0.9350

MemNet [32] × 3 34.09/0.9248 30.00/0.8350 28.96/0.8001 27.56/0.8376 32.51/0.9369

EDSR [22] × 3 34.65/0.9280 30.52/0.8462 29.25/0.8093 28.80/0.8653 34.17/0.9476

SRMDNF [42] × 3 34.12/0.9254 30.04/0.8382 28.97/0.8025 27.57/0.8398 33.00/0.9403

RCAN [43] × 3 34.74/0.9299 30.65/0.8482 29.32/0.8111 29.09/0.8702 34.44/0.9499

EDRN (ours) × 3 34.44/0.9277 30.30/0.8420 29.11/0.8058 28.15/0.8537 33.41/0.9439

EDRN+ (ours) × 3 34.51/0.9283 30.41/0.8436 29.18/0.8071 28.33/0.8566 33.73/0.9458

Bicubic × 4 28.42/0.8104 26.00/0.7027 25.96/0.6675 23.14/0.6577 24.89/0.7866

SRCNN [6] × 4 30.48/0.8628 27.50/0.7513 26.90/0.7101 24.52/0.7221 27.58/0.8555

RED [24] × 4 31.51/0.8869 27.86/0.7718 27.40/0.7290 –/– –/–

VDSR [14] × 4 31.35/0.8830 28.02/0.7680 27.29/0.7260 25.18/0.7540 28.83/0.8870

LapSRN [18] × 4 31.54/0.8850 28.19/0.7720 27.32/0.7270 25.21/0.7560 29.09/0.8900

MemNet [32] × 4 31.74/0.8893 28.26/0.7723 27.40/0.7281 25.50/0.7630 29.42/0.8942

EDSR [22] × 4 32.46/0.8968 28.80/0.7876 27.71/0.7420 26.64/0.8033 31.02/0.9148

SRMDNF [42] × 4 31.96/0.8925 28.35/0.7787 27.49/0.7337 25.68/0.7731 30.09/0.9024

D-DBPN [9] × 4 32.47/0.8980 28.82/0.7860 27.72/0.7400 26.38/0.7946 30.91/0.9137

RCAN [43] × 4 32.63/0.9002 28.87/0.7889 27.77/0.7436 26.82/0.8087 31.22/0.9173

EDRN (ours) × 4 32.24/0.8951 28.53/0.7811 27.54/0.7355 25.92/0.7831 30.13/0.9051

EDRN+ (ours) × 4 32.29/0.8962 28.64/0.7830 27.61/0.7372 26.11/0.7877 30.47/0.9087

tion is mainly caused by three reasons. First of all, BN is

not suitable for classic single image super-resolution due to

the large dataset and no noise impact. Second, the encoder-

decoder structure is designed for capturing the relation-

ship among large-range pixels. However, the input itself

has a large receptive field when scaling ×3 and ×4; hence

the operation of downscaling would lose abundant details,

which make it more difficult to restore finer lost informa-

tion. Third, compared with EDSR [22], D-DBPN [42], and

RCAN [43], our EDRN is relatively smaller with faster ex-

ecution time. As the strictly fair comparison shown, even

though utilizing some inappropriate parts and a smaller net-

work, our EDRN can still achieve comparable results. The

comparison of classic single image super-resolution can fur-

ther demonstrate the effectiveness and robustness of our

EDRN.

5. Conclusion

In this work, we proposed an encoder-decoder residual

network (EDRN) for real single image super-resolution. We

introduced an encoder-decoder structure with coarse-to-fine

methods. The encoder-decoder structure can extract fea-

tures with more context information by the larger receptive

field. The coarse-to-fine structure can gradually restore lost

information and attenuate the effects of noise. We also dis-

cussed the usage of normalization. The implemented batch

normalization for downscaling/upscaling convolution lay-

ers can reduce the effect of noise and relieved overfitting.

In the NTIRE 2019 challenge, our EDRN could accurately

restore more high-frequency details and smooth edges. In

the classic single image super-resolution, our EDRN could

also achieve comparable results with state-of-the-art meth-

ods.
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