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Abstract

Single image dehazing has gained much attention re-

cently. A typical learning based approach uses example

hazy and clean image pairs to train a mapping between the

two. Of the learning based methods, those based on deep

neural networks have shown to deliver state of the art per-

formance. An important aspect of recovered image qual-

ity is the color information, which is severely compromised

when the image is corrupted by very dense haze. While

many different network architectures have been developed

for recovering dehazed images, an explicit attention to re-

covering individual color channels with a design that en-

sures their quality has been missing. Our proposed work,

focuses on this issue by developing a novel network struc-

ture that comprises of: a common DenseNet based feature

encoder whose output branches into three distinct Denset-

Net based decoders to yield estimates of the R, G and B

color channels of the image. A subsequent refinement block

further enhances the final synthesized RGB/color image by

joint processing of these color channels. Inspired by its

structure, we call our approach the One-To-Three Color En-

hancement Dehazing (123-CEDH) network. To ensure the

recovery of physically meaningful and high quality color

channels, the main network loss function is further regular-

ized by a multi-scale structural similarity index term as well

as a term that enhances color contrast. Experiments reveal

that 123-CEDH has the ability to recover color informa-

tion at early training stages (i.e. in the first few epochs)

vs. other highly competitive methods. Validation on the

benchmark datasets of the NTIRE’19 and NTIRE’18 dehaz-

ing challenges reveals the 123-CEDH to be one of the Top-3

methods based on results released in the NTIRE’19 compe-

tition.

1. Introduction

Photos captured by mobile devices has spiked up re-

cently due to the availability of a fast and convenient pho-

tography experience [1]. On many occasions, the captured

image may be hazy and lead to scene erosions when taken

in unfavorable weather or environmental conditions. Be-

cause sophisticated optics is difficult to deploy on mobile

devices such as cellphone cameras, a software or algorith-

mic processing of the hazy images is desired. Other ap-

plication areas with similar constraints are fast emerging in

autonomous driving and navigation.

Haze is caused by floating partials in the atmosphere

which can scatter or absorb light. Hazing adversely affects

not only captured image quality but also subsequent com-

puter vision tasks such as detection and recognition [2] of

objects in the scene. The effect of hazing may be mathe-

matically characterized using the classical haze model [3]

I = J · t+A · (1− t) (1)

where I is the observed hazy image, J is the true scene radi-

ance, A is the ambient light intensity, t is the transmission

map. Transmission map is a distance-dependent factor that

affects the fraction of light that reaches the camera sensor.

The transmission map can be expressed as t = e−βd, where

β represents the attenuation coefficient of the atmosphere

and d is the scene depth. Most existing single image de-

hazing methods attempt to recover the clean image or scene

radiance J based on the observed hazy image I via estimat-

ing t which is a well-known ill-posed problem.

Numerous studies have been done in the past to enhance

the quality of hazy images [4, 5, 6, 7, 8, 9, 10, 11, 12]

and they can be broadly categorized into multi-image de-

hazing and single image dehazing techniques. Multi-image

dehazing methods rely on capture of the same underlying

scene under different environmental conditions [13, 14].

The benefit of these approaches is that they do not re-

quire any explicit learning or precise knowledge of haze

model parameters. But multiple captures of the same scene

with the desired environmental diversity are rarely avail-

able. This has led to the emergence and popularity of sin-

gle image dehazing [15, 16, 17]. Most existing single im-

age dehazing methods attempt to recover J via the estima-

tion of t by applying dark channel and other suitable priors

[18, 19, 20, 21, 22, 23, 24, 25].

Deep learning methods have quickly supplanted the state

of the art in image dehazing. A typical approach involves

training of a deep neural network that requires example

hazy and haze-free image pairs to learn a non-linear map-



Figure 1: A ground-truth/hazy image pair from NTIRE’19.

ping between them [26] or a mapping between the hazy im-

age and physical parameters of the haze model [27]. This

learned mapping is applied to a new image during the test

phase to obtain a clean image. Owing to the difficulty of

obtaining a reasonable number of real-world I and J pairs,

often synthetic image pairs are designed for training deep

networks [28]. A detailed review of literature related to the

dehazing methods using deep learning frameworks is pre-

sented in Sec. 2.

Motivation and Contributions: In many real-world exam-

ples of hazy images, the haze is much denser than is ob-

served in the widely used synthetic datasets. One such ex-

ample is the NTIRE19 dataset illustrated in Fig. 1, wherein

the images are covered by a very dense haze such that

the scene of interest is almost completely obscured visu-

ally. The visual distortions include severe color loss, poor

contrast and loss of structural information. Our proposed

work addresses these challenges by developing a novel net-

work structure that comprises of: a common DenseNet

based feature encoder whose output branches into three

distinct DensetNet based decoders to yield estimates of

the R, G and B color channels of the image. A subse-

quent refinement block further enhances the final synthe-

sized RGB/color image by joint processing of these color

channels. Inspired by its structure, we call our approach the

One-To-Three Color Enhancement Dehazing (123-CEDH)

network. To ensure the recovery of physically meaning-

ful and high quality color channels, the main network loss

function is further regularized by a multi-scale structural

similarity index term as well as a term that enhances color

contrast. Finally, for stability, we employ a novel 2-stage

training process in which we train an encoder with a single

decoder followed by using this pre-trained encoder with the

proposed 3-decoder architecture. The proposed 123-CEDH

ranked in the Top 3 methods in the NTIRE’19 competition

based on results released [29]. More detailed results and

comparisons against state of the art dehazing methods are

reported in Section 5.4 1.

2. Related Work

Deep learning based method has been studied to solve

the single image dehazing problem. Commonly, end-to-

end Convolutional Neural Networks (CNN) are employed

to learn a non-linear mapping between the input and the de-

sired output. [30] is among the first methods that uses a

deep learning model to generate the haze-free image from a

single observation wherein a CNN is employed to estimate

the transmission map t and then A is obtained based on the

estimated t. Following the footsteps of [30], [31] used a

multi-scale CNN to further enhance the estimation of the

transmission map t and A. [2] learned the t and A jointly

as one single parameter using a CNN.

Following the success of GANs [32] in synthesizing re-

alistic images, in [26], the authors proposed an end-to-end

dehazing method DCPDN to jointly learn the transmission

map, atmospheric light and combine them to recover the

dehazed image. The end-to-end learning is achieved by di-

rectly embedding the atmospheric scattering model into the

network, thereby ensuring that the proposed method can

strictly follow the physics driven scattering model for de-

hazing. Furthermore, to incorporate the mutual structure

information between the estimated transmission map and

the dehazed result, they also proposed a joint-discriminator

based on GAN to decide whether the corresponding de-

hazed image and the estimated transmission map are real

or fake. In [27], the authors present a multi-scale image

dehazing method using Perceptual Pyramid Deep network

based on the recently popular dense and residual blocks.

This method involves an encoder-decoder structure with a

pyramid pooling module in the decoder to incorporate con-

textual information of the scene into the network.

2.1. Color Information Orientated Dehazing

While the aforementioned methods focus on estimating

the scenery information which follows a physical haze mod-

els, the limitation of these methods is clear when the amount

of the haze presented in the image is much denser and the

haze does not obey the underlying physical model. More-

over, at certain locations in the dense-haze image, original

scenery information is not preserved and hence no mean-

ingful observation can be made for estimation. This phe-

nomena becomes more evident in the experimental results

section, as we show that most of the existing state-of-the-art

methods fail to recover a meaningful dehazed image given

a dense-haze image as the input. As the scenery is heav-

ily polluted with the air-light haze, the existing methods

fails to recover the color information. Although [33] ad-

dressed this color distortion issue using a multi-stage CNN,

their method fails to recover clean images with dense haze

from real-world image datasets. Therefore, to recover true

color information from the dense-haze images, we propose

a method that employs a unique one-to-three network struc-

ture which is presented in detail in the following section.

3. Proposed 123-CEDH Network

Our proposed deep network consists of two major com-

ponents: one encoder and three decoders. The encoder

1Code is available at the project page: http://signal.ee.psu.

edu/research/CEDH.html



serves as a general feature extractor and the decoders are

trained to recover the three color channels based on the fea-

tures obtained from the encoder. Following the success of

dense networks in various imaging applications that include

dehazing [26], we build our encoder and decoders using

dense blocks. The idea of sharing an encoder with multiple

decoders has been shown to be powerful for several vision

problems such as denosing, surface normalization, unsuper-

vised 2D-segmentation, etc. [34]. A shared encoder makes

sure that the extracted general features encompass geomet-

ric as well as color information from all the color channels,

and then each customized decoder can recover the color in

each of the individual R, G and B channels accurately. Fur-

ther, to exploit inter-channel information, a multi-scale re-

finement block is employed as a (learnable) post processing

operation. We then employ a compound loss function which

consists of 4 different loss terms with each term designed to

offer a complementary benefit.

3.1. Network Structure

The building blocks in 123-CEDH are:

1) Encoder: the encoder is constructed based on the Densely

Connected Network (DCN) [35].

2) Decoder: the decoder has a similar structure as the en-

coder with more batch normalization layers.

3) Refinement blocks as suggested by [26] are used for

merging the inter-color channel information.

As shown in Table 1, the encoder blocks from ‘Base.0’

to ‘Dense.4’ are initialized from [35] which is originally

trained for image classification tasks. These pre-trained

blocks serves as the feature extractor in the image classi-

fication network which has the ability to obtain useful fea-

tures for other vision tasks. Other dense blocks in [35] are

not utilized in the later half of the DCN as the features are

mapped into a lower-dimension feature space for classifica-

tion. To alleviate this issue for dehazing, we append the en-

coder with newly added blocks ‘Trans.4’ and ‘Res.4’ which

enlarges the features generated by ‘Dense.4’. This practice

preserves more spatial information in the encoder which is

then utilized by the decoder for further enhancements.

Table 2 gives the detailed structure of the decoder. The

decoder is build to interpolate the extracted features from

the encoder. As shown in the table, the decoder contains

4 ‘Trans’ blocks, which stands for transformation block.

The transformation block essentially takes the refined im-

age/features into a reorder and enlargement process. The

reordering process is accomplished by a 1 × 1 convolu-

tional layer, and the enlargement is done by the upsampling

layer. We further added new residual blocks [36] between

two successive dense blocks to enhance the high-frequency

information which leads to better details in the recovered

image. More batch normalization layers are added to the

dense blocks to normalize the training data so that the man-

ifold of the network parameter will be more smooth and the

network will have better training stability [37]. The bot-

tom row of Table 2 details the structure of the refinement

blocks as suggested by [27, 26]. These blocks first use av-

erage pooling layer at spatial size of 32×32, 16×16, 8×8,

and 4 × 4 to extract local average information. Then the

1×1 convolutional layer reorganizes the inter-color channel

information which is followed by an upsample layer to en-

large the image into the desired spatial size. These enlarged

locally reorganized images are then appended together and

passed trough the final refinement layer which uses a 3× 3
convolutional layer to eliminate the blocking artifacts. This

refinement practice would allow the image information to

be merged and retouched at different scales.

With the aforementioned building blocks, the proposed

123-CEDH network structure is described in Table 3. The

encoder in 123-CEDH is constructed as described in Table

1 and the Decoder.R, Decoder.G, and Decoder.B are con-

structed as mentioned in Table 2. R, G, and B represents

the red, green, and blue channels in the RGB color space.

The features generated by the encoder is densely connected

to the decoder. As shown in Table 2, ‘Dense.5’ utilizes

the concatenated outputs from ‘Res.4’ and ‘Trans.2’ to have

better information flow as suggested in [35]. Similar con-

nection is used in ‘Dense.6’ as well. The outputs of the

Decoder.R,.G,.B are concatenated together and sent trough

the refinement block which is described as Refine.10 to Re-

fine.13 blocks in Table 2. The output layer uses a 3×3 conv.

layer to further eliminate the blocking artifacts which might

be generated by the refinement blocks and outputs the three

color channel dehazed image. The representative diagram

of the 123-CEDH is shown in Fig. 2.

3.2. Loss Function

Given the hazy image I and the ground-truth haze-free

image J, we intend to learn network parameters by mini-

mizing a loss function that consists of 4 different compo-

nents each of which is used for a specific purpose. The

individual loss terms are described as follows:

Reconstruction Loss: This is a standard ℓ2 loss function

that is commonly used for regression problems and is math-

ematically defined as Lℓ2 = ‖f(I) − J‖22 where the f(·)
denotes the non-linear mapping function of 123-CEDH.

Perceptual Loss: The perceptual loss is used to con-

trol the overall image content agreement with the ground-

truth image. To achieve this, the high-level features from

the pre-trained VGG network are used. It is given by:

Lvgg =
∑3

i=1
‖gi(f(I)) − gi(J)‖

2
2 where the gi(·) repre-

sents the features obtained from the pre-trained VGG-16 at

layer ReLui i, i = 1, 2, 3.

Multi-Scale Structural Similarity Index (MS-SSIM):

Another important aspect of obtaining a clean image is to

preserve its structure. Given the dense nature of the haze, no



Table 1: 123-CEDH Encoder Structure

Base.0 Dense.1 Trans.1 Dense.2 Trans.2

Input input patch/image Base.0 Dense.1 Trans.1 Dense.2

Structure

[

7× 7 conv.

3× 3 max-pool

] [

1× 1 conv.

3× 3 conv.

]

× 6

[

1× 1 conv.

2× 2 avg-pool

] [

1× 1 conv.

3× 3 conv.

]

× 12

[

1× 1 conv.

2× 2 avg-pool

]

Output 64× 64× 64 64× 64× 256 32× 32× 128 32× 32× 512 16× 16× 256

Dense.3 Trans.3 Dense.4 Trans.4 Res.4

Input Trans.2 Dense.3 Trans.3 Dense.4 Trans.4

Structure

[

1× 1 conv.

3× 3 conv.

]

× 24

[

1× 1 conv.

3× 3 conv.

]

× 6

[

1× 1 conv.

2× 2 avg-pool

] [

1× 1 conv.

3× 3 conv.

]

× 12

[

3× 3 conv.

3× 3 conv.

]

× 2

Output 16× 16× 1024 8× 8× 512 8× 8× 768 16× 16× 128 16× 16× 128

Table 2: 123-CEDH Decoder Structure
Dense.5 Trans.5 Res.5 Dense.6 Trans.6 Res.6

Input [Res.4, Trans.2] Dense.5 Trans.5 [Trans.1, Res.5] Dense.6 Trans.6

Structure

[

batch norm

3× 3 conv.

]

× 7

[

1× 1 conv.

upsample 2

] [

3× 3 conv.

3× 3 conv.

]

× 2

[

batch norm

3× 3 conv.

]

× 7

[

1× 1 conv.

upsample 2

] [

3× 3 conv.

3× 3 conv.

]

× 2

Output 16× 16× 640 32× 32× 128 32× 32× 128 32× 32× 384 64× 64× 64 64× 64× 64

Dense.7 Trans.7 Res.7 Dense.8 Trans.8 Res.8

Input Res.6 Dense.7 Trans.7 Res.7 Dense.8 Trans.8

Structure

[

batch norm

3× 3 conv.

]

× 7

[

1× 1 conv.

upsample 2

] [

3× 3 conv.

3× 3 conv.

]

× 2

[

batch norm

3× 3 conv.

]

× 7

[

1× 1 conv.

upsample 2

] [

3× 3 conv.

3× 3 conv.

]

× 2

Output 64× 64× 128 128× 128× 32 128× 128× 32 128× 128× 64 256× 256× 16 256× 256× 16

Refine.9 Refine.10 Refine.11 Refine.12 Refine.13 Output.14

Input [Input, Res.8] Refine.9 Refine.9 Refine.9 Refine.9 [Refine.9.10.11.12.13]

Structure 3× 3 conv.





32× 32 avg-pool

1× 1 conv.

upsample









16× 16 avg-pool

1× 1 conv.

upsample









8× 8 avg-pool

1× 1 conv.

upsample









4× 4 avg-pool

1× 1 conv.

upsample



 3× 3 conv.

Output 256× 256× 20 256× 256× 1 256× 256× 1 256× 256× 1 256× 256× 1 256× 256× 1

Table 3: 123-CEDH Structure

Encoder Decoder.R Decoder.G Decoder.B Refine Output

Input Input Encoder Encoder Encoder Decoder.[R,G,B] Trans.6

Structure As in Table 1 As in Table 2 As in Table 2 As in Table 2 As in Refine.10-13 As in Output14 2

structure is preserved in the input images. Hence, to retain

the structure, we employ a MS-SSIM loss function [38, 39].

It is given by: Lms-ssim(x, y) = 1− MS-SSIM(x, y) where

MS-SSIM(x, y) = lM (x, y)
∏

csM (x, y), x is a pixel

in f(I), y is a pixel in J, and M is the total number

of dyadic pyramid levels of image decomposition and

l(x, y), cs(x, y) are defined as: l(x, y) =
2µxµy+C1

µ2
x
+µ

y2+C1
,

cs(x, y) =
2σxσy+C2

σx+σy+C2
where µ and σ are the mean and

standard deviations of a patch surrounding a given pixel.

Contrast Enhancement Loss: to improve the color

contrast of the output images generated by the three

decoders, we maximize the variance of each individ-

ual color channel as described in [40] and is given by

Lce =
√

1

N

∑

i∈{R,G,B}

∑N
x=1

(

f(I)ix − f̄(I)i
)2

where x

denotes the pixel index of the image and the total number

of pixels is denoted by N . f̄(I) denotes the average pixel

value of the output image f(I).
The overall loss function is defined as:

L = Lℓ2 + αLvgg − βLce + γLms-ssim (2)

where α, β, and γ are positive regularization constants.

Note that the desired output dehazed image should have its

2The 3× 3 conv. layer now generates 3 channel outputs.

contrast enhanced, thus the term Lce needs to be maximized,

hence a negative sign before it. Further, all the loss terms

described above are differentiable and hence can be incor-

porated into a deep learning framework.

4. Dataset, Training, and Test Procedure

4.1. Datasets

To train 123-CEDH, we primarily use the NTIRE2019-

Dehaze dataset [41]. The images were collected using a

setup that included professional fog generators and a pro-

fessional camera setup, so as to capture the same scene with

and without haze. The training data consists from 45 hazy

images (both indoor and outdoor) and their corresponding

ground truth images.

Further, to obtain a network that is more diverse, we

also utilized the NTIRE2018-Dehaze dataset [42]. Com-

paring to NTIRE2018 dataset, the haze is much denser in

the NTIRE2019 dataset. We developed a synthetic method

to thicken the haze present in NTIRE2018 training images

to mimic the haze level in NTIRE2019. We generated the

synthetic dense-haze image following the practice demon-

strated in [30]. The synthetic dense-haze image is generated

using the inverse haze model Isyn = I · t + (1 − t) · A
where Isyn is the synthetic dense-haze image, I is the
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Figure 2: The proposed 123-CEDH network structure. There is one DenseNet based encoder to extract general image fea-

tures, and three decoders to recover 3 color channels. The final refinement block exploits the inter-color channel information

for further enhancement. A detailed architecture of both the encoder and decoders is listed in Table 1 and 2. The overall

connection strategy is listed in Table 3

(a) Haze free image (b) NTIRE18 hazy image (c) Synthetic denser haze

Figure 3: NTIRE18 image 36-outdoor.png(upper) and 27-

indoor.png, the synthetic dense-haze image adds more haze

based on the NTIRE18 hazy image.

NTIRE2018 hazy image. A is selected to be a fixed value

to reduce the uncertainty in variable learning. For indoor

images, we set A = 0.6, and for outdoor images we set

A = [0.80, 0.81, 0.86]3 to mimic a blueish atmosphere

light which is estimated by using method described in [22].

The t is selected uniformly between 0.01 and 0.3 to add

denser haze as smaller t yields more atmosphere informa-

tion. These values of t are selected by a cross-validation

method during the development phase. Fig. 3 demon-

strates the synthetic dense-haze images. To obtain a sizable

amount of training set, we extract patches of size 512×512
from the training dataset. To further diversify the training

samples, the following data augmentation techniques are

used: 1) horizontal flip, rotation by 90◦, 180◦, and 270◦;

2) scale to 0.7, 0.8, and 0.9 of the original image size.

For the inference, we feed the complete hazy image I at

once to obtain the dehazed image f(I).

4.2. Training

Learning the complete network at once is challenging

and can result in training instability. Hence, we employed a

two stage training strategy:

Stage 1 - Pre-training of Encoder: We first pre-train

the encoder by combining it with only a single decoder. The

network architecture for this stage is same as described in

Tables 1 and 2. In this stage, we used the NTIRE19 and

3
A is set to 0.80, 0.81, and 0.86 for RGB channels, respectively.

synthetic dense-haze images from NTIRE18 to train the en-

coder. We train the network for 80 epochs in this stage.

Stage 2 - color enhancement training: In this stage we

use the encoder trained from stage 1 and combine it with 3

new decoders to enhance the color information, as shown in

Table 3. For the first 50 epochs we use the same training

data as in Stage 1, and for the later 70 epochs we only use

the training data from NTIRE19.

α, β, and γ are set to 0.3, 0.1, and 0.01 respectively by

cross-validation [43]. During the training, Adam optimizer

[44] is used with initial learning rate of 1×10−3. The learn-

ing rate is degraded to its 70% every 35 epochs. The learn-

ing rate is reset when the training enters stage 2.

4.3. Optional Postprocessing

We also used the IRCNN [45] denosier with σ = 15 to

further improve the results visually. IRCNN method com-

bines the benefits of model based techniques and learning

based techniques for image restoration applications. For

this dehazing problem, we use the pre-trained CNN de-

noiser and incorporate it as a post processing unit after the

output obtained by our proposed 123-CEDH framework.

We use 123-CEDH+ to indicate that the post processing is

used. Detailed results of 123-CEDH and 123-CEDH+ is

listed in Section 5.3.

5. Experimental Results

5.1. Color Enhancement

The key merit of the proposed network is that it can en-

hance the color information at an early training stage. As we

discovered during the training, the network usually learns

the luminance information at the first few epochs, and then

gradually adds color information stage by stage. By using

the proposed ‘123’ structure, the network starts to recover

color information while simultaneously learning the lumi-
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Figure 4: The PSNR vs. training epoch plot and the validation results at different epoch from proposed method and the

Encoder-Decoder structure. As it shown in Fig. 4b to 4f, the proposed 123-CEDH generates better color details at early

training stage than the Encoder-Decoder structure which only uses one decoder to recover all the color channels.

Table 4: The validation PSNR and SSIM score using

different loss and training configurations.

Loss Terms Stages
PSNR SSIM

Lvgg Lssim Lce 1 2

X X X X 15.48 0.46

X X X X 16.24 0.48

X X X 16.81 0.50

X X X X 16.98 0.51

X X X X 16.94 0.50

X X X X 16.92 0.51

X X X X X 17.10 0.52

nance component from the early epochs.

Fig. 4 illustrates a sample of the proposed method com-

paring to dense CNN dehazing networks. The Encoder-

Decoder methods marked by blue line is essentially a simi-

lar structure to [26] which is the winner in NTIRE18 dehaz-

ing contest. As can be observed, the proposed 123-CEDH is

indeed generating more vivid color earlier than the existing

encoder-decoder structure.

5.2. Ablation Study

The effects of different configurations of the proposed

123-CEDH are investigated in this section. Table 4 reports

the results of our proposed method with different combi-

nations of individual loss terms described in Section 3.2.

First, the performance difference between 1 decoder and 3

decoders architecture is close to 0.75db (15.48 to 16.24)

which is significant and thus validating our proposed net-

work architecture. Second, the benefit of two-stage training

process is readily apparent as we observe significant amount

of performance gains. Further, training with the Lms-ssim im-

proves the SSIM score during the test and combining the

VGG perceptual loss term Lvgg with the contrast enhance-

ment loss Lce improves both the PSNR and SSIM score, and

produces visually pleasing images (see Fig. 4).

5.3. Comparison with Stateoftheart Methods

In this section, detailed comparisons w.r.t the state-of-

the-art methods on real-world benchmark data sets I-HAZE

[46], and O-HAZE [47, 42] are reported.

State-of-the-art Methods The state-of-the-art methods

included in the comparisons are: CVPR’09 [48, 19],

TIP’15 [49], ECCV’16 [31], TIP’16 [30], CVPR’16 [23],

ICCV’17 [2], CVPR’18 [27], and CVPRW’18 [26].

Evaluation Datasets The comparisons are conducted

on the I-HAZE (indoor-haze) and O-HAZE (outdoor-haze)

validation dataset [42]. Each of the dataset contains 5 pairs

of haze and haze-free image pairs. Detailed acquisition

methods of these real-world haze/haze-free image pairs are

discussed in [42].

Fig. 5 and 6 demonstrate the state-of-the-art methods

comparing with 123-CEDH over NTIRE2018 indoor and

outdoor validation datasets. As can be observed, 123-

CEDH generated visually pleasing results compared to the

most recent developed methods. As shown in Table 5 and

6, 123-CEDH outperforms other state-of-the-art methods.

If the post processing procedure described in Section 4.3 is

used, the final dehazed images generated by 123-CEDH+

have the highest scores.

5.4. NTIRE2019 Dehazing Challenge

For the newly published NTIRE2019-Dehaze dataset,

the haze presented in the images are much denser than nor-

mal images in the literature. As shown in Fig. 7, the state-

of-the-art methods’ performances degraded heavily due to

the amount of haze covering essentially all the scenery in-

formation. As we discussed that 123-CEDH can enhance

the color information using special designed network struc-

ture and the compound losses, the dehazed images gener-

ated by 123-CEDH are more visually pleasing. We com-

pute the quantitative performance on the NTIRE2019 vali-

dation set since the ground-truth images are made available

[41]. As shown in Table 7, 123-CEDH outperforms other

state-of-the-art methods. If the post processing procedure

described in Section 4.3 is used, the final dehazed images

generated by 123-CEDH+ have the highest scores.



CVPR09[48] TIP15[49] ECCV16[31] TIP16[30] CVPR16[23] ICCV17[2] CVPR18[27] CVPRW18[26]HZ 123-CEDH GT

Figure 5: The visual results of NTIRE2018-indoor validation dataset.

CVPR09[48] TIP15[49] ECCV16[31] TIP16[30] CVPR16[23] ICCV17[2] CVPR18[27] CVPRW18[26]HZ 123-CEDH GT

Figure 6: The visual results of NTIRE2018-outdoor validation dataset.

CVPR09[48] TIP15[49] ECCV16[31] TIP16[30] CVPR16[23] ICCV17[2] CVPR18[27] CVPRW18[26]HZ 123-CEDH GT

Figure 7: The visual results of NTIRE2019 validation dataset.

In Table 8 we include the top-6 methods from the con-

test. It can be observed that 123-CEDH and 123-CEDH+

are among the top performing methods in the NTIRE2019-

Dehazing Challenges.

6. Conclusion

In this work, we develop a novel network structure that

consists of one encoder and three decoders to yield esti-

mates of the R, G and B color channels of the image.

We further added a subsequent refinement block further en-

hances the final synthesized RGB/color image by joint pro-

cessing of these color channels. The One-To-Three Color

Enhancement Dehazing (123-CEDH) network ensures the

recovery of physically meaningful and high quality color

channels with regularized loss function by a multi-scale

structural similarity index term as well as a term that en-

hances color contrast. 123-CEDH has the ability to recover



Table 5: The PSNR/SSIM of different methods over NTIRE2018-indoor validation dataset.

method 26.png 27.png 28.png 29.png 30.png avg.

CVPR09 [48] 8.2706/0.3545 12.8863/0.2014 12.7162/0.5485 12.1518/0.5411 13.4688/0.2753 11.8988/0.3842

TIP15 [49] 13.1816/0.6581 16.6858/0.3952 11.5135/0.5590 17.1496/0.7803 15.7567/0.3215 14.8574/0.5428

TIP16 [31] 10.1699/0.5498 14.5147/0.3094 13.3890/0.6349 11.9041/0.5369 15.5312/0.3412 13.1018/0.4744

CVPR16 [30] 12.4147/0.4800 14.7990/0.3639 13.2925/0.5489 14.6639/0.5296 13.9293/0.4057 13.8199/0.4656

ICCV17 [2] 10.8313/0.6185 16.8387/0.3943 12.7391/0.4692 15.3688/0.8054 17.2741/0.3095 14.6104/0.5194

CVPR18 [27] 15.3106/0.6283 16.0856/0.3512 9.8470/0.5540 22.2085/0.8013 15.4517/0.1977 15.7807/0.5065

CVPRW18 [26] 14.2680/0.6778 20.8952/0.7533 18.4479/0.6983 20.5845/0.8154 16.4299/0.5445 18.1251/0.6978

123-CEDH 22.1640/0.8921 23.8423/0.8600 19.5356/0.8281 23.3367/0.9144 19.7775/0.8085 21.7312/0.8606

123-CEDH+ 22.2046/0.9088 23.9359/0.8767 19.5797/0.8455 23.3583/0.9309 19.8056/0.8284 21.7768/0.8781

Table 6: The PSNR/SSIM of different methods over NTIRE2018-outdoor validation dataset.

method 36.png 37.png 38.png 39.png 40.png avg.

CVPR09 [48] 18.1820/0.4474 16.0912/0.4983 14.1227/0.0835 12.8787/0.3575 14.2106/0.3864 15.0970/0.3546

TIP15 [49] 17.4660/0.4976 16.1686/0.4533 15.1391/0.1796 14.7964/0.4131 16.3732/0.5683 15.9887/0.4224

TIP16 [31] 16.5891/0.4862 15.7593/0.4334 13.2500/0.1890 12.7816/0.3935 16.5339/0.5597 14.9828/0.4123

CVPR16 [30] 16.9236/0.4267 14.9854/0.4776 15.5448/0.3390 17.6496/0.4751 17.0424/0.5350 16.4292/0.4507

ICCV17 [2] 17.0951/0.4516 16.4676/0.3886 16.1153/0.1194 15.0439/0.3388 15.9477/0.5043 16.1339/0.3606

CVPR18 [27] 17.1374/0.4385 15.2847/0.4173 14.6555/0.1143 15.2353/0.3530 17.7805/0.5198 16.0187/0.3686

CVPRW18 [26] 24.6703/0.7288 22.4079/0.6551 23.7469/0.7199 21.9055/0.6296 22.2878/0.6822 23.0037/0.6831

123-CEDH 24.8369/0.7982 23.8385/0.7341 24.8175/0.7910 22.4016/0.7562 25.9663/0.8005 24.3722/0.7760

123-CEDH+ 24.8714/0.8102 23.8462/0.7323 24.9090/0.7970 22.4053/0.7626 25.9656/0.8039 24.3995/0.7812

Table 7: The PSNR/SSIM of different methods over NTIRE2019 validation dataset.

method 46.png 47.png 48.png 49.png 50.png avg.

CVPR09 [48] 10.2792/-0.0030 14.7181/0.3669 14.1058/0.2821 10.4352/0.2112 11.0434/0.3764 12.1163/0.2467

TIP15 [49] 9.3752/0.0187 16.1040/0.4152 13.4858/0.2282 10.9173/0.2735 11.2999/0.2600 12.2364/0.2391

TIP16 [31] 8.1189/0.0432 12.8189/0.3496 12.3575/0.2172 10.5432/0.2403 10.5051/0.2119 10.8687/0.2124

CVPR16 [30] 9.5131/0.0130 13.9106/0.3744 12.9015/0.2796 10.1643/0.2208 11.6160/0.3645 11.6211/0.2505

ICCV17 [2] 10.1190/-0.0160 14.1507/0.2835 12.1667/0.1804 8.4235/0.2104 12.8605/0.3342 11.5441/0.1985

CVPR18 [27] 8.0126/0.0288 13.0654/0.3498 13.5508/0.1945 11.0016/0.2758 14.0006/0.4475 11.9262/0.2593

CVPRW18 [26] 8.8668/0.2272 15.1229/0.3635 15.6723/0.4603 11.8703/0.3592 15.0124/0.4305 13.3090/0.3681

123-CEDH 15.2626/0.2604 23.0794/0.7480 18.4653/0.5383 13.5508/0.4768 15.1661/0.5589 17.1048/0.5165

123-CEDH+ 15.2992/0.2744 23.1300/0.7567 18.5113/0.5650 13.5577/0.4863 15.1646/0.5905 17.1326/0.5346

Table 8: The average PSNR/SSIM of top methods over

NTIRE2019 test dataset.

team contest method PSNR SSIM

ours
123-CEDH+ 19.923 0.653

123-CEDH 19.882 0.633

other teams

method1 19.469 0.652

method2 18.521 0.640

method3 18.387 0.630

color information at early training stages vs. other com-

petitive methods. Validation on the real-world datasets of

NTIRE’18 and NTIRE’19 dehazing challenges reveals 123-

CEDH to be one of the most competitive methods.
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