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Figure 1: A survey of existing style transfer techniques applied to the task of photorealistic style transfer, where the generated

image should seem as if it was taken in the real world.

Abstract

This work introduces a new approach toward photore-

alistic style transfer. When applying current style transfer

techniques on real world photographs, the generated re-

sults often contain distortions and artifacts that diminish

the real-world quality of the photograph. To address these

issues, we propose a two-stage optimization process that

transfers style globally and regionally and applies a sharp-

ening filter after each step. As evaluated by a user study,

our method is qualitatively comparable to existing state-of-

the-art methods, but successfully handles previous failure

cases. Our method also quantitatively outperform previous

methods as evaluated by natural scene statistic metrics.

1. Introduction

Style transfer is the technique of transferring the style

of a reference image to another image. Classic methods

for style transfer involve algorithmic image transformations

such as color transfer [18] and histogram matching [23], but

are only applicable to specific instances with limited effec-

tiveness. Gatys et al. [5] show that the correlation between

features learned by a convolutional neural network (CNN)

are effective at capturing the style and content of reference

photos, and inspired a new era of neural style transfer al-

gorithms. While these neural algorithms are adept in pro-

ducing new artistic renditions, we observe that the images

typically have distortions and artifacts, rendering them un-

realistic.

In this work, we expand upon neural style transfer to

tackle the challenge of photorealistic style transfer (PST).

Our goal is to perform style transfer with the constraint that

the result is visually realistic, as if it was captured by a cam-

era in the real world. This technique is valuable for many

real world applications, such as removing haze or convert-

ing a day time photo to a night time photo.

We introduce a novel approach to PST by using a two-

stage optimization process that transfers a global style and

a regional style, and iteratively sharpening the generated

image to constrain the search space of the optimization

algorithm. Our approach is fully optimization-based and

does not require training a style transfer network on a spe-

cific dataset or the use of generative adversarial networks

(GANs), and is thus generalizable to most images and sce-

narios.

2. Related Work

2.1. Optimizationbased Neural Style Transfer

Gatys et al. introduce a neural style transfer (NST)

technique, which demonstrates that feature representations

learned by a CNN encode both the style and content of an

image [5]. This technique poses style transfer as an op-

timization problem, where we generate an image to mini-

mize distance between its feature representations and that

of the style and content reference images. This technique

produces impressive artistic results, but the generated im-

ages often contain artifacts and distortions, even if the ref-

erence images are photographs. Additionally, this technique

suffers from a content mismatch problem, where similar ob-
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Figure 2: Our algorithm consists of two optimization stages: a global style transfer and regional style transfer. After each

stage, we apply a post-processing smoothing filter to remove artifacts.

jects in the reference images may not receive the same styl-

ization. For example, consider reference images with both

the sky and buildings in the scene. The generated image

may have buildings in the content image with the style of

the sky, e.g. Figure 1 Column 3.

The subsequent work of Gatys et al. [6] and Champan-

dard [2] expand upon NST by utilizing semantic masks of

the images to enforce style transfer within the same seman-

tic content regions. These works introduce masking matri-

ces in in the optimization loss function to enforce spatial

control of style transfer. While masking matrices are effec-

tive in reducing the content mismatch problem in NST, the

results still contain artifacts and distortions that diminish re-

alism.

Li et al. is the first work toward photorealistic style trans-

fer by incorporating an edge loss in the optimization loss

function [13]. They perform edge detection on the images

using the Laplacian, and minimize the difference between

edges in the generated and reference images. While this

work is the first to reduce the distortions and preserve lines

in generated images, the results can still be attributed as

artistic and not photorealistic.

There are several variations of the techniques we previ-

ously described. We refer the reader to [10] for a full com-

prehensive review of related NST works.

2.2. Feedforward Neural Style Transfer

As an alternative to the optimization-based style transfer

techniques, Johnson et al. reformulate the NST problem and

build an encoder-decoder network that learns to stylize an

input image in one forward pass [11]. This allows for real-

time style transfer during inference, but requires multiple

hours of training per style image.

Luan et al. achieves state-of-the-art results in photoreal-

istic style transfer [15]. Their work expands upon the real-

time style transfer from Johnson et al. by proposing a pho-

torealistic regularization term that constrains the generated

image through local affine color transformations of the con-

tent image with semantic masks [15]. This work is the first

to significantly reduce the amount of artifacts and distor-

tions in generated images and is the current state-of-the-art

technique for photorealistic style transfer.

2.3. Generative Adversarial Networks

Generative Adversarial Networks (GANs) are also adept

at producing realistic images. GANs formulate image gen-

eration as a zero-sum game between a generator neural net-

work and discriminator neural network [7]. Two specific

architectures are applicable to the style transfer problem:

Conditional Adversarial Networks [9], which require pairs

of images in two domains as input, and Cycle-Consistent

Adversarial Networks [24], which do not require an explicit

pairing. The effectiveness of these networks depend on the

quality of the training data. In addition, the models expect

the input image at evaluation time to come from the same

domain as the training images, which is a limitation when

using arbitrary photographs as input.

3. Methodology

In our approach, we combine the intuition behind the

techniques by Gatys et al. and Champandard. The weak-

ness in the former is the content mismatch problem, while

the weakness in the latter is the lack of a consistent style

across the entire image. Therefore, we address both of these

issues by having two stages in each optimization step as

shown in Figure 2.

We begin by generating an output image O that is the

same dimensions as the content image C with random pixel

values. In the first stage, we perform a global style transfer

based on the technique by Gatys et al. To transfer the style

of another reference image S onto C, we update the pixels



Figure 3: Comparison between our method and the two state-of-the-art photorealistic style transfer algorithms. Details are

magnified at the colored boxes for comparison. In particular, our algorithm preserves edges well and smooths out discol-

oration artifacts. Best viewed digitally.

of O such that it minimizes the following loss function [5]:

Lglobal =
∑
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For a set of L layers in a pre-trained CNN indexed by ℓ,
Fℓ[·] ∈ R

Nℓ×Dℓ is a feature matrix with Nℓ filters of Dℓ

flattened feature maps of an input image. Then Gℓ[·] ∈

R
Nℓ×Nℓ = Fℓ[·]Fℓ[·]

T is the Gram matrix of the feature

maps. The scalar weights α and β balance the contribution

of the content and style losses to the total global loss.

In the second stage, we perform a regional style transfer

similar to the technique by Champandard [2] on the out-

put image from the first stage. We now introduce semantic

maps of the content and style images as additional inputs,

where each map has a pre-determined R distinct regions.

For every pixel in the semantic map, we use k-means (set-

ting k = R) to cluster the pixel to one of the R semantic

regions. After clustering, we generate R binary masking

matrices indexed by region r and layer ℓ, Mr
ℓ [·] ∈ R

Nℓ×Dℓ ,

where the elements are 1 if the pixel is in region r or 0 other-

wise. We element-wise multiply the masking matrices with

the feature matrices, F r
ℓ [·] = Fℓ[·] ⊙Mr

ℓ [·]. Subsequently,

we also use the masked feature matrices for Gram matrix

calculations. In summary, our regional loss function is:
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The use of semantic maps and masking matrices address

the content mismatch problem. For each semantic region r,

only the pixels in r contribute to the style and content loss

due to the masking matrix. This proposition ensures that

style is transferred in the corresponding regions.

Our algorithm performs the two stages of optimization

sequentially, and repeats for a number of iterations. We

choose to not minimize the sum of the global and regional

loss functions in one step, but rather alternate the minimiza-

tion objective in two stages instead. This decision stems

from the fact that the style transfer loss functions are non-

convex and are highly prone to local minima.

To update the pixels in the generated output image O,

we use the Limited-memory Broyden-Fletcher-Goldfarb-

Shanno algorithm (L-BFGS) [14]. Optimization using L-

BFGS is computationally expensive due to it being a quasi-



Newton algorithm. The Adam optimizer [12] is a suit-

able alternative gradient descent algorithm for faster con-

vergence without significant loss of quality in the generated

images.

After each update step, we apply a sharpening image fil-

ter to the generated image O to clean up remnant distor-

tions and artifacts from the optimization updates. In addi-

tion to post-processing, this filtering stage also serves as a

constraint on the image search space for the next iteration of

the optimization step. In this filtering stage, we can utilize

various image processing techniques such as Gaussian blur,

high-pass filters, total variation denoising [1], etc. From

our experimentation, the most effective post-processing is

to apply a guided image filter [8] with the reference content

image as a guide. This filter uses the structure and edges in

the reference content image to preserve the structure in the

generated output image. Since the reference content image

is a real-world photograph, this filter transfers the photore-

alistic structure of a photograph to the generated output im-

age. In our experiments, we apply the filter after the global

transfer stage and the regional transfer stage.

3.1. Dataset

Since our approach is a fully optimization-based, there is

no need for a training set. For evaluation, we use the evalu-

ation images from Luan et al. [15]. This dataset contains 60

content and style image pairs, along with corresponding se-

mantic segmentation maps for each pair. According to [15],

the segmentation maps were automatically generated using

DilatedNet [3]. The images are of varying dimension and

content, though most are real world photographs.

3.2. Implementation Details

To compute the style transfer loss, we use the VGG-19

network [19] trained on ImageNet [4] as the pre-trained net-

work for feature map extraction. For the style feature lay-

ers, we use layers conv1 1, conv2 1, conv3 1, conv4 1, and

conv5 1, setting βℓ = 1/5 for each layer. For the content

feature layers, we use conv4 2, setting αℓ = 1 for this layer.

We base our selection of feature layers on the previous work

of [13, 15]. For the filtering post-processing stage, we use

the guided image filter implementation from MATLAB.

4. Results and Evaluation

Style transfer algorithms are difficult to evaluate, since

there are no commonly accepted metrics to measure the

faithfulness of the stylistic match between the reference and

generated images. Luan et al. [15] conduct a user study to

assess the faithfulness of the style transfer and photoreal-

istic quality perceived by human judges. We follow this

trend by conducting a user study to qualitatively assess our

results. Additionally, we introduce using metrics from the

Figure 4: On the top, the number of users that selected im-

ages from each technique as the most realistic for each im-

age pair. On the bottom, the percentage breakdown of all

user responses.

image enhancement and restoration community to numeri-

cally assess our results. Since our goal is to produce pho-

torealistic results, we believe metrics that measure image

distortion are applicable.

4.1. Qualitative Evaluation with User Study

To compare our stylized images with previously men-

tioned techniques, we conduct a user study with 105 human

respondents who voluntarily participated online. We ran-

domly select 5 content & style image pairs from the dataset,

and generate stylized images using the style transfer tech-

niques from [2] [5] [13] [15] and ours. We display the

stylized images in random order and ask the respondent to

select one image that looks the most realistic, as if it was

captured in the real world by a camera. In Figure 4, we



Metric Content Image Gatys et al. [5] Champandard [2] Li et al. [13] Luan et al. [15] Ours

BRISQUE 19.806 29.625 30.433 23.211 21.121 20.361

NIQE 2.325 4.236 4.230 3.417 3.169 2.871

SSIM 1.0 0.561 0.581 0.579 0.588 0.656

Table 1: Mean BRISQUE and NIQE scores of the 60 images generated by all techniques and the reference content image.

Mean SSIM is computed between the generated image and the original content image.

show the results from the study. While slightly more users

selected images from Luan et al. over ours in Image sets

(2) and (3), nearly all users selected ours in Image set (5).

Across all 5 Image sets, over 52% of users selected our gen-

erated images as the most realistic. Our images are compa-

rable those of Luan et al. but our algorithm handles failure

cases as well, such as Image set (5). The exact images in

Image set (5) are shown in Figure 3 Row 2.

4.2. Quantitative Evaluation with NSS

In perception theory, natural images (i.e. images from

the real world) tend to have specific statistical properties

[16]. Previously, natural scene statistics (NSS) have been

used to evaluate the quality of image de-noising and com-

pression algorithms [20]. Since the goal of this work is to

generate photorealistic images, we use various NSS models

as an image quality metric.

4.2.1 BRISQUE

In the Blind/Referenceless Image Spatial Quality Evalua-

tor (BRISQUE) [16], the algorithm applies pre-determined

distortions (e.g. Gaussian noise, blurring) to a dataset of

real world images. For each distortion applied to an im-

age, the algorithm keeps a score of the distortion severity.

With the distorted images and scores, a support vector re-

gression (SVR) model is trained on the NSS features ex-

tracted from said images. During evaluation time, the model

predicts a distortion score using an test image’s NSS fea-

tures. BRISQUE returns a non-negative scalar score in the

range [0, 100], and lower values correspond to less distor-

tions in the image. We use a pre-trained BRISQUE model

from MATLAB to evaluate the images generated by previ-

ous techniques our technique for all 60 image pairs in the

dataset.

4.2.2 NIQE

In the Natural Image Quality Evaluator (NIQE), the objec-

tive is to fit a multivariate Gaussian model on NSS features

from a dataset of completely natural images without distor-

tions [17]. During evaluation time, a Gaussian model is fit

on the test image’s NSS features and the final score is the

distance between the Gaussians of the natural image and

the test image. NIQE returns a non-negative scalar score

without upper bound, and lower values resemble pristine

images. We use a pre-trained NIQE model from MATLAB

to evaluate the images generated by previous techniques our

technique for all 60 image pairs in the dataset.

4.2.3 SSIM

The Structural Similarity Index (SSIM) is a metric for mea-

suring the perceptual quality of a generated image with re-

spect to a reference image [22]. Previous, this metric has

been used for assessing the quality of image compression

and super-resolution algorithms [21]. The SSIM score of a

generated image is in the range of [0,1], where 1 is a perfect

structural similarity (e.g. SSIM between the same image).

4.3. Discussion

We use these 3 metrics to quantitatively evaluate our al-

gorithm in different domains. BRISQUE and NIQE esti-

mate the amount of distortions in the generated image and

how likely the image is from the real world, respectively.

Both of these metrics are important in assessing the photo-

realistic quality of an image. SSIM measures the perceptual

quality of the generated image with respect to the original

content image. This is critical since the goal of our algo-

rithm is to produce an image that is a real-world variation

of the content image.

In Table 1, we report the mean scores of all 3 metrics for

the reference content images and the generated stylized im-

ages from techniques we previously referenced. Of all the

reported techniques, our algorithm has the best performance

for all 3 metrics. Our algorithm has similar performance as

the state-of-the-art algorithm by Luan et al. [15], evident in

the user study as well. However, we show a strong improve-

ment over the SSIM metric, since our algorithm iteratively

preserves structure and edges in the filtering stage. The im-

provement can be observed in Figure 3 Row 2 and Figure 6

Rows 2 and 3.

4.3.1 Ablation Study

Recall that our algorithm consists of 3 stages: global trans-

fer, regional transfer, and filtering applied after each stage.

We perform an ablation study to show the effects of each

stage, and the results are shown in Figure 5.



Figure 5: Ablation study performed on each stage of the algorithm. We show that global transfer only results in potential

content mismatch, regional transfer only results in artifacts from local minima, and a combination of the two stages are

needed to ensure a successful and faithful style transfer.

When applying only global transfer with filtering (shown

in the 3rd column), we observe the content mismatch prob-

lem we discuss in Section 3. When only using global trans-

fer with filtering, we do not make use of the semantic masks

at all. In the first row, we see that the red sky is actually

transferred onto the buildings, which is not semantically

correct according to the masks. A similar phenomenon is

observed for the second row, where the dark sky is not cor-

rectly transferred to the blue sky in the image. In the third

row, the fire style is transferred to the entirety of the image

rather than contained in the bottle.

In the second column, we show the results with only re-

gional transfer and filtering. The primary weakness of this

approach is that there are splotches in the generated images.

This is due to local minima in the regional loss function.

In the last column, we show the results of our final algo-

rithm that alternates between both the global and regional

loss functions. In this combination, the regional loss will

constrain the search space for the to potential images with-

out content mismatch, and the global loss will help navigate

out of the local minima found in the regional loss function.

All of the aforementioned methods apply the guided im-

age filter after each step. Without image filtering applied,

the results should be similar to the previous work in neural

style transfer [5] and semantic style transfer [2]. Visually,

we can observe that the filtered images contain less distor-

tions than the previous methods where filtering is not used.

We draw the conclusion that the guided image filter is the

key component in preserving the photorealistic qualities of

an generated image.

5. Conclusion

We introduce a novel approach to photorealistic style

transfer using a two-stage optimization process and post-

processing filtering. Our algorithm maintains both the

global and local style from reference input images and seg-

mentation masks. Our approach is fully optimization-based

and does not require training a style transfer network on a

set of images, nor the use of generative adversarial network

architectures.

From a preliminary user study, our technique produces

results that are qualitatively comparable to the current state-

of-the-art methods but handles additional failure cases. Us-

ing natural scene statistics metrics as a quantitative evalu-

ation, our algorithm is shown to create more natural, and

realistic images compared to previous methods.



Figure 6: Additional comparisons between our method and the two state-of-the-art photorealistic style transfer algorithms.

Best viewed digitally.
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