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Abstract

With the dramatic growth and complexity of seismic

data, manual annotation of seismic facies has become a

significant challenge. The encoder-decoder neural network

architecture has been widely used in image segmentation.

In recent years, the same architecture has also been used in

seismic surveys for facies classification applications.

In this paper, a modified U-Net architecture with train-

able soft attention mechanism and dilated convolution is

proposed to improve the automatic seismic facies analysis.

This proposed framework generates more accurate results

in a more efficient way. The dilated convolution achieves

more accurate results with less computation than the CNN

with pooling in U-Net. With the attention mechanism, the

dilated U-Net model further improves classification accu-

racy. Our experiments show that the dilated attention au-

toencoder model is less prone to overfitting and at the same

time, it achieves a smoother increasing validation accuracy.

1. Introduction

Seismic facies analysis plays a key role in interpreting

geological patterns. With the dramatic growth and com-

plexity of 3D seismic surveys, human experts manually in-

terpret a seismic volume, which is more and more challeng-

ing [13]. Previous experiences show that convolutional neu-

ral network (CNN) based models provide improved results

over traditional methods such as support vector machines

(SVMs) and self-organizing maps (SOMs) for identifying

geologic features in 3D volumes [3, 9, 10, 12].

The main advantage of CNN is the end-to-end automatic

processing of extracting features from original seismic data

to generate geological classification results, which increases

the efficiency of interpretation and reduces the dependency

on hand-crafted seismic attributes [2]. Seismic data classi-

fication can be formulated as an image segmentation prob-

lem. The encoder-decoder neural network is a commonly

used architecture, which usually uses CNN and pooling to

produce low level representation followed by trainable fil-

ters to producing multi-dimensional features for each pixel

for segmentation. Shi [9] uses an encoder-decoder model

for salt-body classification. The results show that the model

captures subtle salt features but the segmentation maps have

crossing-shape noises. Zhao [12] compares seismic facies

classification results between 3D patch-based CNN model

and 2D whole seismic slice convolution encoder-decoder

model. The experiments indicate that the 2D model per-

forms higher accuracy on the classification. Wang [10] in-

volves the spectral decomposition in the 2D segmentation

model and increases the model interpretability.

In this study, we develop a dilated attention U-Net to

perform seismic facies classification. Seismic data inher-

ently have high resolution and noises. So we use dilated

convolution to replace convolution-pooling operation to re-

duce computation costs. Meanwhile we use a soft-attention

mechanism [8] to highlight the salient features while sup-

pressing the irrelevant interference. We also conduct exper-

iments on the dilation factor to expand receptive field effi-

ciently and properly. Furthermore, the resulting attention

maps can be used to provide more interpretation insights

linking seismic amplitudes and geological structures [8].

2. Method

2.1. Model Development

Our models build upon the U-Net [7]. We employ the

soft trainable attention mechanism from Attention-Gated

Networks architectures [4, 6, 8]. The attention is used

through skip connections to guide the network focus on

salient regions during the training process. The overview

of the model architectures are shown in Figure 1, where the

top branch is the U-Net architecture and the bottom branch

used dilated convolution to replace the max pooling opera-

tion in U-Net, which effectively enlarges the field of view

of filters without increasing the amount computation [1].

To segment objects from noisy data, one of the important

elements is the context information. In U-Net, the context

information is acquired by the pooling layers after CNN to



Figure 1. The overview of our studied auto-encoder and decoder architecture with trainable soft attention mechanism. The input data are

converted to advanced features by convolution (or dilated convolution) at the encoder path. The extracted features are recovered to original

resolution by interpolation and convolution at the decoder path. The attention mechanism filters the features passed by the skip connection.

The number under each blob indicates the number of channels after each layer operation.

expand the receptive field. But the global information and

resolution are gradually lost through layers of a network.

The resulting coarse features may not recover subtle infor-

mation for segmentation [11]. While dilated convolution

can expand the receptive field without losing global infor-

mation. The dilation factor increases the space between the

kernel values to expand the receptive field without increas-

ing too much computation and loss of context information,

which is a desirable method for large seismic data.

The soft attention mechanism computes attention prob-

abilities over intermediate features which highlight the rel-

evant parts of the input image for segmentation task [4].

The mechanism performs right before the concatenation

operation through skip connections to merge only rela-

tive features at different stages [6]. Seismic data are intu-

itively noisy, thus attention can enforce the model to iden-

tify salient features and suppress confusing information.

2.2. Input preparation

In this study, we use the F3 seismic survey acquired in

the North Sea, offshore Netherlands [5]. We shift the origi-

nal seismic data towards the positive direction to eliminate

negative values. We do this because the rectified linear

unit (ReLU) in the model will suppress negative values -

we need to keep the phase in the data to leave magnitude

response unchanged. The shifted 3D volume is cut into

651 2D amplitude slices. The ground truth in each slice

was determined manually by an independent expert with

nine seismic facies including: Varies amplitude steeply dip-

ping, Random, Low coherence, Low amplitude deformed,

Low amplitude dipping, High amplitude deformed, Moder-

ate amplitude continuous, Chaotic and others as shown in

Figure 2. Our final dataset consists of 41 slices from po-

sition 101 to 501 with interval 10. The initial size of each

slice, 462×951, was reduced to 456×944, for dilated con-

volution to avoid the overhead introduced by upsampling

the features to the original resolution.

Figure 2. Two seismic facies classification examples using the pro-

posed model. The prediction results on the test set are shown and

compared with ground truth labels.

2.3. Experiments

In this study, we compare different combination strate-

gies discussed above: U-Net, U-Net with attention, dilated

U-Net and dilated U-net with attention. The dilation fac-

tor is set to 1 for dilated convolution. The proposed models



are compared in term of Intersection over Union (IoU) met-

ric. All models are trained from scratch on an Nvidia GTX

1080Ti GPU. We divide the dataset into a training and test

sets in 9 : 1 proportion. A validation dataset is prepared

using 10% data from the training dataset.

The training process is applied with a mini-batch size

of 4, an initial learning rate of 5 × 10−4 with step decay

1 × 10−6, a weight decay of 4 × 10−4 and a momentum

factor of 0.9 with Adam optimization for 500 epochs.

3. Results

Figure 2 shows examples of the prediction results from

Dilated U-Net with attention on the test set. This model pro-

vides a clean facies distribution. Figure 3 shows the curves

of validation accuracy at each epoch. The models using

CNN with pooling have more volatile curves than dilated

convolution models.

Figure 3. The validation accuracy curves of different models at

each epoch during training.

Table 1 lists the experimental results on four models on

test set. The dilated U-Net with attention mechanism yields

promising results.

Method IoU on test data Number of parameters

U-Net 0.813 31, 042, 889

Dilated 0.822 7, 856, 869

U-Net+Attn 0.820 34, 424, 652

Dilated+Attn 0.883 8, 074, 406

Table 1. Performance in IoU on four models.

4. Conclusion

In this study, we proposed a dilated U-Net with soft
attention mechanism to perform automatic seismic facies
analysis. We compared four models of different combina-
tions of dilated convolution and attention mechanism. The
proposed model generates superior classification result over
the other methods. The generated attention maps can also

be used for explaining the effect of seismic amplitude in the
geological interpretation by visualizing the attention maps
according to each class.
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